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Chapter 1

Introduction

Zeta functions hold a place of particular significance in number theory. The foundational text is
[Rie59] by Riemann, in which he proved that the function of a complex variable

ζ(s) :=
∞∑
n=1

n−s,

defined for all s with ℜ(s) > 1, can be extended to a meromorphic function on the complex plane,
and that it satisfies the functional identity:

ζ(s) = 2sπs−1 sin
(πs

2

)
Γ(s)ζ(1− s),

where Γ(s) is the Gamma function, a meromorphic function which, for ℜ(s) > 0, is defined as

Γ(s) :=
∫ ∞

0
xs−1 exp(−x)dx.

In the same article, he formulated arguably the most famous open conjecture in all of mathematics,
namely that the zeros of ζ(s) different from the negative even integers lie on the line s = 1

2 + it with
t ∈ R.

Over time, many different zeta functions have been defined to generalize Riemann’s, usually sat-
isfying some functional identity, with an associated conjecture generalizing Riemann’s hypothesis.
This is the case for Dedekind zeta functions, which generalize Riemann’s zeta to arbitrary num-
ber fields, and Dirichlet L-series, which depend on the choice of a certain multiplicative character
χ : Z→ C.

In the world of finite characteristic, the theory of zeta functions has proven to be particularly
rich. This theory was pioneered by Artin in his PhD thesis, which focused on quadratic function
fields (see [Art24]); in the following decades, Hasse proved an analogue of Riemann’s hypothesis for
elliptic function fields ([Has36]), and Weil developed a comprehensive theory to prove this conjecture
for arbitrary function fields with finite base field ([Wei48]).

At the same time, another line of research on curves over a finite field Fq was being developed
by Carlitz, starting in [Car35]. He attached to the polynomial ring Fq[θ] an Fq-linear exponential
function expC(z), whose domain and codomain consist in an algebraically closed complete normed
field C∞ extending the field of Laurent series Fq((θ−1)) in the variable θ. If we interpret Fq[t] as the
function field equivalent of Z (being the "simplest" principal ideal domain among Fq-algebras), C∞
is analogous to the field of complex numbers C and expC : C∞ → C∞ to the classical exponential
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exp : C→ C×. As the latter induces the multiplicative Z-module structure on its image C×, Carlitz
proved that expC(C∞) = C∞ can be endowed with a natural action of Fq[t] = Fq[θ], now called the
Carlitz module.

Carlitz was interested in the computation of the following zeta-like values:

ζC((q − 1)m) :=
∑

a∈Fq [θ]
monic

a−(q−1)m ∈ C∞,

where m is a positive integer. An explicit formula for classical zeta values at the even positive integers
was known well before Riemann’s work, due to Euler:

ζ(2k) = −1
2 ·

B2k
(2k)! · (2πi)

2k

for all positive integers k, where the Bernoulli numbers B2k appear in the generating function

z

exp(z)− 1 =
∑
k≥0

Bk
k! z

k.

In [Car37] and [Car40] Carlitz proved the identity:

ζC((q − 1)m) =
BC(q−1)m

Π((q − 1)m) · π̃
(q−1)m

for all positive integers m, where Π : Z→ Fq[θ] is an analogue of the factorial, the Bernoulli–Carlitz
numbers BC(q−1)m ∈ Fq(θ) appear in the generating function

z

expC(z) =
∑
k≥0

BCk
Πk

zk

and satisfy an analogue of the Von Staudt–Clausen theorem, and π̃ ∈ C∞ is an analogue of 2πi (which
was proven to be transcendental over Fq(θ) by Carlitz’s student Wade [Wad41]).

Several decades later, in [Gos78], Goss was prompted by this wealth of analogies with the classical
case to define the zeta function

ζC(s) :=
∑

a∈Fq [θ]
monic

a−s

for all positive integers s; he later extended the domain of ζC to a large set of exponents S∞, analogous
to the complex plane ([Gos79]). Goss’s dream—yet unrealized—was to find some automorphism of
S∞ analogous to the involution s ↔ 1 − s on the complex plane, and to prove a functional identity
of ζC(s) under its action.

Drinfeld modules ([Dri74]) and Anderson modules ([And86]) are generalizations of the Carlitz
module, analogous respectively to the classical theories of elliptic curves and abelian varieties; in the
following years, Goss developed a theory of L-functions in this generality ([Gos92]). Starting with
Taelman, who studied the case of Drinfeld modules in [Tae12], and ending with the article [ANT22] by
Anglès, Ngo Dac, and Tavares Ribeiro, in which they worked in the generality of Anderson modules,
the special value of Goss L-functions at s = 1 was proven to be the product of a regulator and an
algebraic term arising from a certain class module, in analogy with the class number formula attached
to Dedekind L-functions.
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At the same time, a new type of L-series attached to the affine curve Spec(Fq[t]) = P1
Fq
\{∞} was

defined by Pellarin in [Pel12] for positive integers s in the Tate algebra C∞⟨t⟩:

L(s) :=
∑

a∈Fq [t]\{0}
monic

a(t)
a(θ)−s .

He proved that the value L(1) is a rigid-analytic function on P1
C∞ \ {∞} which can be used to

interpolate the Carlitz zeta values ζC(qk − 1) for all positive integers k, and found a functional
identity relating L(1) and the so-called Anderson–Thakur special function ω ∈ C∞⟨t⟩. This identity
bears a striking similarity with the evaluation of Riemann’s classical functional identity at s = 0
(explored in more detail in the rest of the introduction), and suggests that Pellarin-type L-values are
an alternative to Goss L-series as a function field analogue of classical L-series.

A Pellarin-type L-value can be attached to any pair (X,∞), where X is a "nice" projective curve
and ∞ ∈ X an Fq-rational point. Interestingly, if we interpret it as a function from X(C∞) \ ∞ to
C∞, it has an infinite number of trivial zeros indexed by the natural numbers and a (finite) set of
nontrivial zeros; determining this nontrivial zeros is an important step to generalize Pellarin’s identity
to arbitrary function fields. The central chapters of this thesis are devoted to this objective, expanding
previous work by Green and Papanikolas ([GP18]). An essential idea emerging from those chapters is
that Pellarin-type L values derive their properties from being eigenvectors of certain operators: using
this insight we are able to further generalize our main theorems to arbitrary Drinfeld modules, and
to formulate several conjectures in the more general context of Anderson modules.

1.1 The Carlitz module

Let Fq be the finite field with q elements. The Carlitz module over the field of rational functions
Fq(θ) is a functor from the Fq[θ]-algebras to the Fq[t]-modules

C : Fq[θ]−Alg→ Fq[t]−Mod,

which is meant to be a finite characteristic analogue to the multiplicative group scheme

Gm : Z−Alg→ Z−Mod.

For any Fq[θ]-algebra S, C(S) is defined as the Fq-vector space S endowed with an Fq[t]-module
structure uniquely determined by the following action of t:

Ct(s) := sq + θs for all s ∈ S.

Let’s denote by C∞ the completion of an algebraic closure of Fq((θ−1)): this is a complete alge-
braically closed field analogous to the field of complex numbers C. Analogously to the classical case,
there is a surjective map of A-modules expC : C∞ → C(C∞), with kernel π̃A ⊆ C∞ for a certain
π̃ ∈ C×

∞.

1.1.1 Gauss–Thakur sums

Let’s recall the notion of a Gauss sum.
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Definition (Gauss). Fix an integer n ∈ Z \ {0,±1}. Denote by Gm[n] ⊆ Gm the subfunctor of
n-torsion and let µn := Gm[n](C) be the set of n-th roots of unity. Fix a multiplicative character

ρ : Z⧸nZ
×
→ C×

and an isomorphism of Z-modules
ζ : Z⧸nZ

∼−→ µn.

The Gauss sum relative to ρ and ζ is defined as follows:

G(ρ, ζ) =
∑

m∈Z⧸nZ
×

ρ(m)−1ζ(m) ∈ C.

Remark. We slightly deviated from historical notation by using ρ(m)−1 instead of ρ(m) in the
summation.

If we fix a prime number p ∈ Z and an isomorphism ζ : Z⧸pZ
∼−→ µp, the p− 1 Gauss sums{

G(ρ, ζ)|ρ : Z⧸pZ
×
→ C×

}
⊆ Q(µp, µp−1)

form a full set of simultaneous eigenvectors for the Galois group Gal
(

Q(µp, µp−1)⧸Q(µp−1)
)

. This
makes them an important tool for the study of cyclotomic extensions of Q.

In the seminal paper [Tha88], Thakur developed an analogous object to Gauss sums in the context
of the Carlitz module.

Definition (Thakur). Fix an element b ∈ Fq[t] \ Fq. Denote by C[b] ⊆ C the subfunctor of b-torsion
and let νb := C[b](C∞) be the set of roots of Cb. Fix a multiplicative character

χ : Fq[t]⧸bFq[t]
×
→ C×

∞

and an isomorphism of Fq[t]-modules

ξ : Fq[t]⧸bFq[t]
∼−→ νb.

The Gauss–Thakur sum relative to χ and ξ is defined as follows:

g(χ, ξ) =
∑

a∈Fq [t]⧸bFq [t]
×

χ(a)−1ξ(a) ∈ C∞,

where we identified C(C∞) with C∞.

Given an element b ∈ Fq[t] \ Fq, the map sending a ∈ Fq[t] to the endomorphism Ca : νb → νb

induces an isomorphism of Fq[t]-modules between Fq[t]⧸bFq[t] and Gal
Å

Fq(θ)[νb]⧸Fq(θ)

ã
.

Remark. Similarly to Gauss sums, if we fix a prime element b ∈ Fq[t] and an isomorphism
ξ : Fq[t]⧸bFq[t]

∼−→ νb, the nonzero Gauss–Thakur sums inß
g(χ, ξ)|χ : Fq[t]⧸bFq[t]

×
→ C×

∞

™
⊆ Fq(θ)[νb]

form a full set of simultaneous eigenvectors for the Galois group Gal
Å

Fq(θ)[νb]⧸Fq(θ)

ã
.
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The theorem of Kronecker–Weber asserts that the maximal abelian field extensions of Q is the
colimit of the cyclotomic extensions. In his paper [Hay74], Hayes proves an analogous statement for
the function field Fq(θ). If we denote by C(C∞)tors the torsion submodule of the Fq[t]-module C(C∞),
i.e.

⋃
b∈Fq [t] νb, we have the following.

Theorem (Hayes). Let’s identify C(C∞) with C∞. The field Fq(θ)[C(C∞)tors] is the maximal abelian
extension of Fq(θ) which is tamely ramified at ∞.

1.1.2 Anderson–Thakur special function

In their seminal paper [AT90], Anderson and Thakur introduced the following series in C∞⟨t⟩ to
study the Carlitz module.

Definition. The Anderson–Thakur special function is defined as follows:

ω := (−θ)
1

q−1
∏
i≥0

Å
1− t

θqi

ã−1
.

Remark. If we denote by τ : C∞[[t]] → C∞[[t]] the map sending a series
∑
i dit

i to
∑
i d
q
i t
i, we get

that τω = (t − θ)ω. In other words, if we write ω =
∑
i cit

i, we have the identities ci = Cθ(ci+1)
for all i ≥ 0. Furthermore, from its definition, it’s clear that ω can be evaluated at t = ζ for any
ζ ∈ Fq ⊆ C∞.

Let’s briefly explain the reason why in the last Remark of Subsection 1.1.1 we only considered
nonzero Gauss–Thakur sums: it turns out that, for all b ∈ Fq[t] \ Fq, whenever a multiplicative
character χ from Fq[t]⧸bFq[t]

×
to C×

∞ cannot be lifted to a morphism of Fq-algebras Fq[t]⧸bFq[t]→ C∞,
the associated Gauss–Thakur sum is zero (see [GM21][Prop. 4.8]). This suggests the existence of a
"universal" Gauss–Thakur sum, independent from χ, whose specialization yields all possible nonzero
Gauss–Thakur sums.

Anglès and Pellarin showed in [AP14] that the "universal" Gauss–Thakur sum is the special
function of Anderson–Thakur.

Theorem ([AP14][Thm. 2.9]). Let p ∈ Fq[t] be a nonzero prime and fix the isomorphism

ξ : Fq[t]⧸pFq[t]
∼= νp

sending a ∈ Fq[t] to expC
Ä
aπ̃ p′

p

ä
, where p′ denotes the derivative of p in the variable t. For all algebra

homomorphisms

χ : Fq[t]→ Fq[t]⧸pFq[t]→ C∞

we have the following identity:
g(χ, ξ) = χ(ω),

where ω is the special function of Anderson–Thakur.
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1.2 Pellarin’s zeta value and its functional identity
The infinite series

∑
h−s ∈ C∞, where we sum over all monic h ∈ Fq[θ], is well defined for any

positive integer s, and is the function field analogue of the Riemann zeta value at s. In a seminal
paper ([Pel12]), Pellarin introduced the following series for any positive integer s:

L(s) :=
∑

h∈Fq [t]
monic

h(t)
h(θ)s ∈ C∞[[t]].

For any Fq-algebra homomorphism χ : Fq[t] → Fq ⊆ C∞, L(s) can be evaluated at χ(t). The result
L(χ, s) :=

∑
h−sχ(h) is analogue to a Dirichlet L-series, evaluated at s. In other words, the Pellarin

zeta function interpolates certain Dirichlet-like series L(χ, s), in a similar way as the Anderson–Thakur
special function interpolates Gauss–Thakur sums.

Remark. The Riemann zeta function (and Dirichlet L-functions in general) have a well-known func-
tional equation. The formulation of an analogue functional equation for our Dirichlet-like series is
still an open problem (see [Gos98][Subsection 8.1]).

Let’s fix a primitive multiplicative character ρ : Z⧸nZ
×
→ C× with ρ(−1) = −1; in this case, the

following functional identity holds for all s:

L(ρ, s) = −2sπs−1n− s
2 i sin

(
(s+ 1)π2

)
Γ(1− s)G(ρ, ζ)L(ρ, 1− s), (1.1)

where ζ : Z⧸nZ → C× sends k to exp
(
k
n2πi

)
. Through some analytic manipulation, it’s possible to

obtain the following explicit expression for the evaluation of the left hand side at s = 0:

L(ρ, 0) = − 1
n

∑
j∈Z/nZ×

ρ(j)−1j. (1.2)

If we evaluate the whole functional identity at s = 0 we get:
−iπ
n

∑
j∈Z/nZ×

ρ(j)−1j = G(ρ, ζ)L(ρ, 1). (1.3)

Going back to the function field case, in [Pel12][Thm. 1], using two different methods (one in-
volving modular forms, the other one using some log-algebraicity results of Anderson from [And94]
and [And96]) Pellarin proved the following identity in C∞[[t]], connecting the evaluation of his
L-function at s = 1 and the special function of Anderson–Thakur ω:

π̃

t− θ
= ωL(1). (1.4)

Let’s fix the morphism ξ : Fq[t] → νp sending a ∈ Fq[t] to expC
Ä
aπ̃ p′

p

ä
. By Anglès and Pel-

larin’s theorem [AP14][Thm. 2.9], if we evaluate the previous identity at an Fq-linear homomorphism
χ : Fq[t]→ Fq sending t to some n-th root of unity, we deduce:

π̃

θ − θn+1

n∑
j=1

χ(t)−jθj = g(χ, ξ)L(χ, 1), (1.5)

which is remarkably similar to equation (1.3). In practice, Pellarin’s identity (1.4) interpolates the
equation (1.5) across all suitable characters for the fixed exponent s = 1, instead of interpolating
across all suitable exponents for a fixed character χ, like what happens in the classical setting.
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1.3 Drinfeld A-modules of rank 1
Let X⧸Fq be a smooth, projective, geometrically irreducible curve of genus g(X) with a closed
point ∞ ∈ X of degree e. Let’s denote by K the field of rational functions, and by A the ring
H0(X \{∞},OX) of rational functions with only poles at∞; let’s also denote by K∞ the completion
of K at ∞, and by C∞ the completion of an algebraic closure of K∞.

We fix a rational function t with a pole of multiplicity 1 at ∞, so that K∞ ∼= Fqe((t−1)); for
all nonzero elements c ∈ K×

∞, we denote by sgn(c) ∈ F×
qe its leading coefficient as an element of

Fqe((t−1)), by deg(c) its degree in the variable t multiplied by e, and by ∥c∥ := qdeg(c).
Let’s denote by C∞[τ ] the noncommutative polynomial ring generated by τ with the relations

τc = cqτ for all c ∈ C∞.

Definition. A Drinfeld A-module of generic characteristic is an Fq-algebra homomorphism
ϕ : A→ C∞[τ ] such that for all a ∈ A the constant term of ϕa is a.

Given a Drinfeld A-module ϕ of generic characteristic, there is a unique nonnegative integer r
such that, for all a ∈ A, r ·deg(a) = degτ (ϕa) (see [Gos98][Lemma 4.5.1, Prop. 4.5.3]). This constant
is called the rank of ϕ.

In this thesis, when we write "Drinfeld module" we mean "Drinfeld A-module of generic charac-
teristic and positive rank".

Definition. Two Drinfeld modules ϕ, ϕ′ are said to be isogenous if there is an nonzero element
c ∈ C∞[τ ] such that, for all a ∈ A, ϕ′

a ◦ c = c ◦ ϕa. If c ∈ C∞, ϕ and ϕ′ are said to be isomorphic.
If the leading term of ϕa is sgn(a) for all nonzero a ∈ A, ϕ is said to be normalized.
The Drinfeld module ϕ is said to be defined over the subring R ⊆ C∞ if the coefficients of ϕa

belong to R for all a ∈ A.

Remark. For all Drinfeld modules ϕ there is a normalized Drinfeld module ϕ′ isomorphic to ϕ (see
[Gos98][Thm. 7.2.15]).

Remark. If a Drinfeld module ϕ is defined over a ring A ⊆ R ⊆ C∞, we can think of ϕ as a functor
from R-algebras to A-modules sending an R-algebra S to the Fq-vector space ϕ(S) := S endowed
with the A-module structure induced by ϕ: for all a ∈ A, for all s ∈ ϕ(S), a · s := ϕa(s).

Under this interpretation, if A = Fq[θ] with the canonical sign, the Carlitz module is a normalized
Drinfeld Fq[θ]-module of rank 1, i.e. an Fq-algebra homomorphism C : Fq[θ] → C∞[τ ] sending θ to
Cθ := θ + τ (where we identify Fq[θ] and Fq[t] in the original definition of the Carlitz module).

Similarly to the Carlitz module, given a Drinfeld module ϕ there is a surjective map of A-modules
expϕ : C∞ → ϕ(C∞); moreover, this map can be expressed as a formal series in C∞[[x]] which
converges everywhere, and its kernel Λϕ ⊆ C∞, called period lattice, is a discrete projective sub-A-
module of the same rank as ϕ.

Moreover, for all discrete projective sub-A-modules Λ ⊆ C∞ of rank r, there is a unique Drinfeld
A-module of rank r of which Λ is the period lattice, and isomorphic Drinfeld modules correspond to
isomorphic lattices (see [Gos98][Chapter 4]).

1.3.1 Hilbert class field

In the classical setting, the Hilbert class field of a given number field is its maximal abelian extension
which is unramified at all places; this extension turns out to be finite, and its Galois group is naturally
isomorphic to the ideal class group of the base field.
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For the function field K, this definition is less useful, since there are infinite unramified abelian
extensions, such as FqK. In [Hay79], Hayes gave an alternative definition using Drinfeld A-modules
of rank 1.

Definition. Let ϕ be a normalized Drinfeld A-module of rank 1. The Hilbert class field of A is the
smallest field H ⊆ C∞ such that ϕ is defined over H.

It turns out that the Hilbert class field does not depend on the choice of ϕ. Precisely, the following
theorem holds.

Theorem ([Hay79][Prop. 8.4, Thm. 8.10]). If H is the Hilbert class field of A, the extension H⧸K
is finite, unramified, Galois, and abelian, with field of constants Fqe, and its Galois group is naturally
isomorphic to the ideal class group Cl(A).

Remark. In particular, if A has class number greater than 1, there are no Drinfeld modules of rank
1 defined over A.

Since there is a correspondence between Drinfeld A-modules and finitely generated sub-A-modules
of C∞, the set of Drinfeld modules of rank 1 up to isomorphism is in bijection with the ideal class
group Cl(A). On the other hand, since Cl(A) ∼= Gal

Ä
H⧸K

ä
acts coefficient-wise on H[τ ], it also acts

on the set of Drinfeld modules defined over H.
In [Hay79], Hayes proved the following result, linking these two observations.

Theorem ([Hay79][Thm. 8.5]). Let ϕ be a normalized Drinfeld A-module of rank 1. The set
{ϕσ}

σ∈Gal
Ä
H⧸K

ä is a complete set of representatives for the Drinfeld modules of rank 1 up to iso-
morphism. Moreover, they are all isogenous to one another.

1.3.2 Shtuka functions

Let’s denote by XC∞ the base-changed curve X×Spec(Fq) Spec(C∞), and by AC∞ := C∞⊗FqA the ring
of rational functions with poles only above∞. From now on, let’s assume that∞ ∈ X is Fq-rational,
so we can extend the sign sgn : K× → F×

q to a map from the nonzero rational functions on XC∞ to
C×

∞.
For any divisor D on XC∞ let’s denote by D(1) the pullback under the Frobenius automor-

phism τ : C∞ → C∞; we adopt a similar notation for rational functions on XC∞ (see Subsection
3.3.1 for more details). Let’s denote by Ξ ∈ X(C∞) the point corresponding to the natural map
Spec(C∞)→ Spec(A) ⊆ X.

Definition. A Drinfeld divisor V is a divisor of degree g(X) such that V (1)−V +Ξ−∞ is a principal
divisor. A rational function f on XC∞ with that divisor is called a shtuka function.

It can be proven that the infinite Fq-vector space H0(V, (X \ {∞})C∞) is spanned by the finite
products: {

ed :=
d−1∏
i=0

f (i)

}
d≥0

.

Since 1 ⊗ a ∈ H0(V, (X \ {∞})C∞) for all a ∈ A, we can write 1 ⊗ a =
∑
i(ai ⊗ 1)ei; the map

A→ C∞[τ ] sending a to
∑
i aiτ

i is a Drinfeld module of rank 1 (see e.g. [Gos98][Section 7.11]). This
correspondence determines a bijection between shtuka functions and Drinfeld modules of rank 1.
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Remark. This is actually a particular case of a more general correspondence between Drinfeld
modules of arbitrary rank—up to equivalence—and certain torsion-free coherent OXC∞ -modules (see
[Gos98][Section 6.2]).

Remark. Since by Hayes work in [Hay79] a Drinfeld module of rank 1 is defined over H up to
isomorphism, it turns out that the Drinfeld divisor V is H-rational, and the shtuka function, up to
scalar multiple, is a rational function on XH .

1.3.3 Special functions

In their paper [ANT17a], Anglès, Ngo Dac, and Tavares Ribeiro proposed a generalization of the spe-
cial function of Anderson–Thakur to Drinfeld-A-modules of rank 1. Let C∞⊗A denote the completion
of the tensor product AC∞ with respect to the topology induced by C∞.

Definition. Given a Drinfeld module ϕ of rank 1, an element ω ∈ C∞⊗A is called a special function
if, for all a ∈ A, (ϕa ⊗ 1)ω = (1⊗ a)ω.

Remark. Given an Fq-basis {ai}i≥0 of A,

C∞⊗A =
{∑
i≥0

ci ⊗ ai| lim
i
ci = 0

}
.

The series
∑
i ci ⊗ ai is a special function if and only if

∑
i ϕb(ci)⊗ ai =

∑
i ci ⊗ bai for all b ∈ A.

Anglès, Ngo Dac, and Tavares Ribeiro also proved that the set of special functions relative to
a Drinfeld module of rank 1 is a projective A-module of rank 1 ([ANT17a][Rmk. 3.10]). They
originally conjectured this module to be free, until Gazda and Maurischat proved the following result
(see [GM21][Thm. 3.11]).

Theorem (Gazda–Maurischat). Let ϕ be a Drinfeld module. Denote by Λϕ the period lattice of ϕ
and Ω the module of Kähler differentials of A. The A-module of special functions is isomorphic to
Λϕ ⊗A Ω−1.

The Frobenius automorphism of C∞ induces an A-linear automorphism of C∞⊗A, which we denote
by τ . In Subsection 1.1.2, we observed that the Anderson–Thakur special function
ω ∈ C∞⊗Fq[t] ⊆ C∞[[t]] is such that τω = (t − θ)ω, and this functional identity actually implies
that (Ca ⊗ 1)ω = (1⊗ a)ω for all a ∈ Fq[t].

Anglès, Ngo Dac and Tavares Ribeiro proved a similar result in the case of Drinfeld A-modules
of rank 1: an element ω ∈ C∞⊗A is a special function if and only if τω = fω.

If f belongs to C∞⊗A and is invertible—as is the case for the Carlitz module—it’s not difficult
to construct an invertible special function ω ∈ (C∞⊗A)× as an infinite product in a similar fashion
as the Anderson–Thakur special function defined in Subsection 1.1.2.

Gazda and Maurischat noticed in [GM21][Cor. 3.22] that, if there is an invertible special function,
then the A-module of special functions is free of rank 1, and conjectured that the reverse implication
is true; in other words, they asked how restrictive is the hypothesis that f ∈ (C∞⊗A)×. In this paper
we answer affirmatively to this conjecture.

Theorem (Thm. 2.3.7). Let ϕ be a Drinfeld module of rank 1 and suppose that the module of special
functions is free of rank 1. Then, there is a special function which is invertible as an element of
C∞⊗A.
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Moreover, we also prove that it is possible to construct a special function as an infinite product like
in the Definition of the Anderson–Thakur special function without assuming that f is in (C∞⊗A)×.

Theorem (Thm. 4.2.6). Fix a normalized Drinfeld module ϕ of rank 1 with shtuka function f . There
is α ∈ K×

∞ such that the following element of C∞⊗K is well defined (up to the choice of a (q − 1)-th
root of α):

ω := (α⊗ 1)
1

q−1
∏
i≥0

Å
α⊗ 1
f

ã(i)
.

Moreover, there is a nonzero special function ω′ ∈ C∞⊗A and a constant c ∈ K× such that
ω = (1⊗ c)ω′.

1.4 A generalization of Pellarin’s identity to Drinfeld A-modules of
rank 1

Given an ideal I < A, it’s possible to define an object of C∞⊗A which generalizes Pellarin’s L-value
L(1).

Definition. Given a nonzero ideal I < A, the partial Pellarin zeta function ζI is defined as follows:

ζI :=
∑

a∈I\{0}
a−1 ⊗ a ∈ C∞⊗A.

The partial zeta ζI , like L(1), is a rigid analytic function on the analytification of the affine curve
(X \ {∞})C∞ (see [CNP23]); in other words, it’s possible to define an evaluation of ζI at any point
P ∈ X(C∞) \ {∞} (see Subsection 4.3.1).

The following question is the starting point for this thesis.

Question. Given a Drinfeld module of rank 1, is the product of ζA with a special function a rational
function on XC∞?

Remark. By the remark of Anglès, Ngo Dac and Tavares Ribeiro [ANT17a][Rmk. 3.10], for any two
nonzero special functions ω, ω′ ∈ C∞⊗A there is some c ∈ K× such that ω′ = (1⊗ c)ω. In particular,
ζAω is rational if and only if ζAω′ is.

The first partial answer to this question is due to Green and Papanikolas, who proved that the
answer is affirmative when X is an elliptic curve ([GP18][Thm. 7.1]). Let’s denote by H the Hilbert
class field of K.

Theorem (Green–Papanikolas). Suppose g(X) = 1, and fix the unique normalized Drinfeld module
ϕ with period lattice π̃A ⊆ C∞ for some π̃ ∈ C×

∞. Let h be the unique rational function on XH with
sgn(h) = 1 and divisor V +(−V )(1)−Ξ−∞. The A-module of special functions is free and generated
by:

(π̃ ⊗ 1)h
ζA

.

Let’s fix an ideal J < A of degree dJ such that J−1 is isomorphic to the Kähler module of
differentials Ω. In the following theorem, given a Drinfeld module ϕ, we call its associated Drin-
feld divisor V , and we denote by V∗ the unique effective divisor of degree g such that the divisor
V + V

(1)
∗ − J − Ξ− (2g − dJ − 1)∞ is principal (see Proposition 3.3.25 and Lemma 4.3.30).
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Theorem (Theorem 4.3.32). Let ϕ be a normalized Drinfeld module of rank 1 with period lattice π̃II,
where π̃I ∈ C×

∞ and I < A is a nonzero ideal. Let h be the unique rational function on XH with
sgn(h) = 1 and divisor V +V

(1)
∗ −J −Ξ− (2g−dJ −1)∞ such that the A-module of special functions

in C∞⊗A is:
(π̃I ⊗ 1)h

ζI
(Fq ⊗ IJ).

Remark. The element π̃I ∈ C∞ is uniquely determined up to a factor in F×
q . Moreover, the module

only depends on the ideal classes of I and J .

Remark. It’s worth noting that the techniques employed by Green and Papanikolas were tailored to
the case g(X) = 1 – for example, they choose a Weierstrass model of a generic elliptic curve to carry
out explicit computations.

To prove Theorem 4.3.32—apart from the computations carried out in Section 4.3, which are
needed to make explicit the scalar factor π̃I ⊗ 1—we employ the purely theoretical results of Section
3.1 and Section 3.3.

Remark. The explicit constant π̃I ⊗ 1 is a motivating reason behind the results proven in Chapter
5, which hold for Drinfeld modules of arbitrary rank. In retrospect, we can also use those results as
an alternative way to derive the constant π̃I ⊗ 1.

1.5 "Dual" special functions in Drinfeld A-modules of rank 1

1.5.1 Adjoint Drinfeld modules

Let’s denote by C∞[τ−1] the noncommutative polynomial ring generated by τ−1 with the relations
τ−1cq = cτ−1 for all c ∈ C∞. There is an anti-isomorphism of algebras ·∗ : C∞[τ ]→ C∞[τ−1] sending∑
i aiτ

i to
∑
i τ

−iai.

Definition. Given a Drinfeld module ϕ : A → C∞[τ ], its adjoint is the ring homomorphism
ϕ∗ : A→ C∞[τ−1] sending a ∈ A to (ϕa)∗.

In analogy with the definition of special functions, we can give the following definition.

Definition. Given a Drinfeld module ϕ of rank 1, an element ζ ∈ C∞⊗A is called a dual special
function if, for all a ∈ A, (ϕ∗

a ⊗ 1)ζ = (1⊗ a)ζ.

1.5.2 Pellarin zetas as dual special functions

Given a normalized Drinfeld module ϕ of rank 1, recall the definitions of the divisors V and V∗. In
Section 4.1 we introduce the adjoint shtuka function f∗ associated to ϕ as the unique rational function
on XK∞ with divisor V∗ − V (1)

∗ + Ξ−∞ and sgn(f∗) = 1. In analogy with Theorem 4.2.6, we prove
the following identity.

Theorem (Theorem 4.3.28). Let π̃II be the period lattice of ϕ, where I < A is a nonzero ideal and
π̃I ∈ C×

∞, and fix aI ∈ I an element of least degree. The following identity holds in C∞⊗K:

ζI = −(a−1
I ⊗ aI)

∏
i≥0

Ä
(π̃IaI ⊗ 1)1−qf

(1)
∗
ä(i)

.
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From the previous formula it’s easy to derive the following identity (Proposition 4.3.24):(
(π̃−1
I ⊗ 1)ζI

)(−1) = f∗
(
(π̃−1
I ⊗ 1)ζI

)
.

Its similarity with the defining identity of a special function ω—i.e. ω(1) = fω—suggests this
formula as an alternative definition of Pellarin zeta functions. Indeed we can use Proposition 4.3.24
to deduce the following theorem.

Theorem (Theorem 4.3.27). Let π̃II be the period lattice of ϕ, where I < A is a nonzero ideal and
π̃I ∈ C×

∞, and let ϕ∗ : A→ C∞[τ−1] denote the adjoint Drinfeld module. Then (π̃−1
I ⊗ 1)ζI is a dual

special function.

While the original definition of Pellarin zeta functions does not depend on the choice of Drinfeld
module ϕ, the definition of dual special functions does; moreover, like with special functions, they are
well defined even if we don’t assume the rank of ϕ to be 1. This allows us to make a conceptual leap
previously impossible and prompts a series of questions for a Drinfeld module ϕ of arbitrary rank,
namely:

• Is there always an explicit expression of dual special functions as a series like in the case of rank
1?

• Does a generalization of Pellarin’s identity hold?

The answer to both questions is yes, and they are the main focus of Chapter 5.

1.6 Drinfeld A-modules of arbitrary rank

Let’s drop the assumption ∞ ∈ X(Fq). The main problem when trying to generalize Pellarin’s
identity to a Drinfeld module ϕ of arbitrary rank is the absence of a "canonical" special function
and a "canonical" dual special function to multiply. If ϕ has rank 1, as stated in the first Remark
of Section 1.4, we can overcome this problem by using any nonzero special function, because they
are all rational multiples of one another. On the other hand, when ϕ has arbitrary rank r, Gazda
and Maurischat proved in [GM21][Thm. 3.11] that the A-module of special functions has rank r,
invalidating this line of reasoning.

If ϕ is a normalized Drinfeld A-module of rank 1 with period lattice π̃II ⊆ C∞ for some ideal
I < A and some constant π̃I , the most likely candidate for a "canonical" dual special function is
π̃−1
I ζI =

∑
a∈I\{0}(π̃Ia)−1 ⊗ a. This prompts the following claim.

Claim. If ϕ is an arbitrary Drinfeld A-module with period lattice Λϕ, the correct "canonical" object
we need to consider is

∑
λ∈Λϕ\{0} λ

−1 ⊗ λ ∈ C∞⊗Λϕ.

Up to a sign, this claim is fundamentally correct, and helps to develop the correct framework to
express the generalization of Pellarin’s identity to arbitrary Drinfeld modules: the first step consists
in generalizing the definitions of special functions and dual special functions.

1.6.1 Anderson eigenvectors and dual Anderson eigenvectors

In light of the previous consideration, in this thesis we give the following definition.
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Definition. Let ϕ be a Drinfeld A-module. For any A-module M , the set of Anderson eigenvectors
and dual Anderson eigenvectors relative to M are defined respectively as:

Sfϕ(M) := {ω ∈ C∞⊗M |(1⊗ a)ω = (ϕa ⊗ 1)ω ∀a ∈ A}
Sfϕ∗(M) := {ζ ∈ C∞⊗M |(1⊗ a)ζ = (ϕ∗

a ⊗ 1)ζ ∀a ∈ A}

We denote by Sfϕ : A −Mod → A −Mod and Sfϕ∗ : A −Mod → A −Mod the natural functors
that extend the maps above.

Remark. The A-modules Sfϕ(A) and Sfϕ∗(A) are respectively the module of special functions and
the module of dual special functions.

The main tool we use to study Anderson eigenvectors and dual Anderson eigenvectors is the
following result, which allows us to reinterpret the modules C∞⊗M as function spaces.

Proposition (Prop. 2.1.14). Let M be a discrete A-module. The set C∞⊗M is naturally isomorphic
to the set of continuous Fq-linear maps from HomFq (M,Fq), endowed with the compact-open topology,
to C∞.

Remark. We have that HomFq (Ω,Fq) ∼= K∞⧸A ([Poon96, Thm. 8]). As a consequence, the space
HomFq (HomA(Λϕ,Ω),Fq) is isomorphic to K∞Λϕ⧸Λϕ.

With this new language at our disposal, it now makes sense to ask if the object∑
λ∈Λϕ\{0}

λ−1 ⊗ λ ∈ C∞⊗Λϕ

is a dual Anderson eigenvector.
We prove the following theorem, which provides us with a "canonical" Anderson eigenvector and

a "canonical" dual Anderson eigenvector.

Theorem (Thm. 2.2.9,Thm. 5.2.10). Let ϕ be a Drinfeld module with period lattice Λϕ. The functors
Sfϕ and Sfϕ∗ are represented respectively by HomA(Λϕ,Ω) and Λϕ. Moreover:

• the universal object of Sfϕ,

ωϕ ∈ C∞⊗HomA(Λϕ,Ω) ∼= Homcont
Fq

(
K∞Λϕ⧸Λϕ,C∞

)
,

corresponds to the exponential expϕ;

• the universal object of Sfϕ∗ is

ζϕ := −
∑

λ∈Λϕ\{0}
λ−1 ⊗ λ ∈ C∞⊗Λϕ.

1.6.2 A generalization of Pellarin’s identity

An unexpected consequence of being able to work with the universal Anderson eigenvector
ωϕ ∈ C∞⊗HomA(Λϕ,Ω) and the universal dual Anderson eigenvector ζϕ ∈ C∞⊗Λϕ is that we have a
natural candidate for a "product" between the two: we may simply take the image of the pair (ζϕ, ωϕ)
under the natural C∞⊗A-bilinear pairing

_ ·_ : C∞⊗Λϕ × C∞⊗HomA(Λϕ,Ω)→ C∞⊗Ω ∼= Homcont
Fq

Ä
K∞⧸A,C∞

ä
.

This allows us to state and prove the following generalization of Pellarin’s identity.
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Theorem (Thm. 5.4.2). Let ϕ be a Drinfeld A-module with period lattice Λϕ, and denote by ωϕ
and ζϕ the universal objects of the functors Sfϕ and Sfϕ∗, respectively. For all integers k, the pairing
ζϕ ·

(
τkωϕ

)
in C∞⊗Ω is a rational differential form on XC∞.

In contrast with Theorem 4.3.32, we are not able to describe the rational differential forms
ζϕ ·

(
τkωϕ

)
in terms of their divisor. On the other hand, we are able to describe it as a function

from K∞⧸A to C∞ in terms of the coefficients of the Drinfeld module ϕ.

Definition. Let Φ : K∞ → C∞[[τ ]] be the unique extension of ϕ which is multiplicative and
coefficient-wise continuous.

Let Φ̂ : K∞ → C∞[[τ ]][τ−1] be the unique extension of ϕ∗ which is multiplicative and coefficient-
wise continuous.

Remark. If we denote by logϕ ∈ C∞[[τ ]] the formal inverse of expϕ, Φ sends c ∈ K∞ to expϕ ◦c◦ logϕ.
For the existence of Φ̂, see e.g. Proposition 5.4.15.

Theorem (Thm. 5.4.17). The following identity holds in the space C∞[[τ, τ−1]] of formal bilateral
series for all c ∈ K∞: ∑

k∈Z

Ä
ζϕ · (τkωϕ)

ä
(c)τk = (Φc)∗ − Φ̂c.

We can use the previous theorem to derive the rational differential forms ζϕ · (τkωϕ) for any given
Drinfeld module. For example, we carry out this computation when:

• A = Fq[θ], r is arbitrary, and k = 0, . . . , r − 1 (Proposition 5.5.1);

• when A comes from a hyperelliptic curve, r = 1, and k = 0 (Theorem 5.5.12).

In the latter case, we also write the shtuka function in terms of the coefficients of the Drinfeld module
ϕ.

1.7 Anderson A-modules
An Anderson A-module E = (E, ϕ) of dimension d (see [HJ20][Def. 2.5.2]) consists of:

• an Fq-module scheme E over C∞ isomorphic to Gda;

• an action ϕ : A → End(E) such the induced action Lie(ϕ) on the tangent space Lie(E) ∼= Cd∞
sends a ∈ A to a · Idd plus a nilpotent endomorphism.

In other words, E is a functor from C∞ − Alg to A −Mod such that, for any C∞-algebra S,
E(S) is naturally isomorphic to Sd as an Fq-vector space, and its A-module structure must satisfy
some technical conditions (see also Subsection 2.2.1 for more details).

Remark. Drinfeld A-modules correspond to the Anderson A-modules of dimension 1.

As for the Carlitz module and the Drinfeld A-modules, there is an A-linear map

expϕ : Lie(E)→ E(C∞)

whose kernel Λϕ is a discrete sub-A-module of Lie(E). If we fix an isomorphism

Lie(E) ∼= E(C∞) ∼= Cd∞,
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expϕ can be expressed as an everywhere converging series in (C∞[[x1, . . . , xd]])d. Moreover, if we
denote by τ : Cd∞ → Cd∞ the map sending a vector (vi)i to (vqi )i, the exponential can actually be
expressed as an infinite series:

expϕ =
∑
i≥0

Eiτ
i ∈ C∞[[τ ]],

where the Ei’s are d-by-d matrices and E0 is the identity (see [Gos98][Section 5.9]).

1.7.1 Gauss–Thakur sums, special functions, and Anderson eigenvectors

In the paper [GM21], where Gazda and Maurischat proposed the following definitions to generalize
the concepts of Gauss–Thakur sums and special functions to Anderson modules.

Definition ([GM21][Def. 3.1]). Let (E, ϕ) be an Anderson A-module. A special function is an
element ω ∈ E(C∞)⊗A such that, for all a ∈ A:

(ϕa ⊗ 1)ω = (1⊗ a)ω.

Remark. The theorem [GM21][Thm. 3.11] actually holds in this generality.

Definition ([GM21][Def 4.1]). Fix a nonzero prime ideal p < A and a multiplicative character
χ : A⧸p

×
→ A⧸p

×
. Denote by E[p](C∞) ⊆ E(C∞) the p-torsion subset and fix an A-linear map

ξ : A⧸p→ E[p](C∞). The (tensor) Gauss–Thakur sum relative to χ and ξ is defined as follows:

g(χ, ξ) :=
∑
a∈A⧸p

ξ(a)⊗ χ(a)−1 ∈ E(C∞)⊗Fq
A⧸p.

The space of Gauss–Thakur sums is defined as:

G(ϕ, χ) :=
¶
g ∈ E(C∞)⊗Fq

A⧸p|(ϕa ⊗ 1)g = (1⊗ a)g
©

They also prove that, if χ cannot be lifted to a morphism of Fq-algebras χ : A⧸p→ A⧸p, g(χ, ξ) = 0
for any choice of ξ ([GM21][Prop. 4.8]) and that G(ϕ, χ) is spanned by {g(χ, ξ)}ξ as an A⧸p-vector
space.

Like for Drinfeld modules, we define the Anderson eigenvectors for any Anderson module.

Definition. Let (E, ϕ) be an Anderson A-module. For any A-module M , the set of Anderson
eigenvectors is defined as:

Sfϕ(M) := {ω ∈ E(C∞)⊗M |(1⊗ a)ω = (ϕa ⊗ 1)ω ∀a ∈ A}.

We denote by Sfϕ : A−Mod→ A−Mod the natural functor that extend this map.

Remark. Fix a nonzero prime ideal p < A. If χ : A⧸p→ A⧸p is a morphism of Fq-algebras, the space
of Gauss–Thakur sums G(ϕ, χ) coincides with Sfϕ

Ä
A⧸p

ä
, where the A-module structure of A⧸p is the

one induced by χ. Moreover, the module of special functions coincides with Sfϕ(A).

We prove a representability result in this generality.

Theorem (Thm. 2.2.9, Thm. 2.2.10). Let (E, ϕ) be an Anderson A-module. If either (E, ϕ) is
uniformizable or we restrict the functor Sfϕ to the category of torsionless A-modules, Sfϕ is represented
by the A-module HomA(Λϕ,Ω).



20 CHAPTER 1. INTRODUCTION

1.7.2 Dual Anderson eigenvectors for arbitrary Anderson modules

Let (E, ϕ) be an Anderson A-module. Similarly to the case of Drinfeld modules, the A-module
structure determined by ϕ on E(C∞) induces an adjoint action ϕ∗ of A on

E(C∞)∨ := HomC∞(E(C∞),C∞).

This allows us to define the dual Anderson eigenvectors as follows.

Definition. Let (E, ϕ) be an Anderson A-module. For any A-module M , the set of dual Anderson
eigenvectors is defined as:

Sfϕ∗(M) := {ω ∈ E(C∞)∨⊗M |(1⊗ a)ζ = (ϕ∗
a ⊗ 1)ζ ∀a ∈ A}.

We denote by Sfϕ∗ : A−Mod→ A−Mod the natural functor that extend this map.

In the study of dual Anderson eigenvectors for Drinfeld modules in Chapter 5, we expand on a
previous work by Poonen ([Poon96]): among other results, he studies the adjoint of the exponential
function exp∗

ϕ : C∞ → C∞ and proves that its kernel is isomorphic to the Pontryagin dual of the
period lattice Λϕ ([Poon96][Thm. 10]).

Unfortunately, his techniques fail in higher dimensions, hence they can’t be used to prove that
the functor Sfϕ∗ is representable, or that a generalization of Pellarin’s identity holds, for arbitrary
Anderson modules.

The last chapter of this thesis is dedicated to explore conjectural generalizations of the main
theorems in the generality of Anderson A-modules, and links with the theory developed by Hartl and
Juschka in [HJ20].

For simplicity, let’s fix an isomorphism Lie(E) ∼= E(C∞) ∼= Cd∞, so that we can write

expϕ =
∑
k≥0

Ekτ
k ∈ C∞[[τ ]],

where the Ei’s are d-by-d matrices and E0 is the identity. Since E0 is invertible, we can also define
the logarithm as the formal inverse of expϕ:

logϕ =
∑
k≥0

Lkτ
k ∈ C∞[[τ ]]

If we assume that Sfϕ∗ is representable by Λϕ, one of the conjectures relates the coefficients of its
universal object ζϕ ∈ E(C∞)∨⊗Λϕ with the coefficients of logϕ.

Conjecture (Conjecture 6.3.9). Let (λi)i be an Fq-linear basis of Λϕ. If

ζϕ =
∑
i

zi ⊗ λi ∈ E(C∞)∨⊗Λϕ

is the universal dual Anderson eigenvector, for all k ∈ Z and all v ∈ E(C∞) the series∑
i

λi · (τk ◦ zi(v))

converges in Lie(E) and is equal to Lk(v).
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If we consider a Drinfeld module (Ga, ϕ), we know that the universal dual Anderson eigenvector
exists and is equal to −

∑
λ∈Λϕ\{0} λ

−1⊗λ. The previous conjecture is meant to be a generalization of
the well-known fact that, for all positive integers k, the k-th coefficient of the logarithm logϕ ∈ C∞[[τ ]]
is equal to −

∑
λ∈Λϕ\{0} λ

1−qk (see [Gek88][Eqq. 2.8,2.9]).
When (E, ϕ) is the tensor power of the Carlitz module (see [Gos98][Section 5.8]), if we assume

that Sfϕ∗ is representable by Λϕ, we manage to describe the universal dual Anderson eigenvector ζϕ
(Proposition 6.4.3) and use an explicit formula for the coefficients of the logarithm due to Papanikolas
([Pap15]) to prove that Conjecture 6.3.9 holds (Proposition 6.4.5).
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Chapter 2

A generalization of special functions
for Anderson A-modules

In this chapter, X,A,K∞,C∞ are defined as in Section 1.3, and so are the degree map deg : A→ Z
and the norm ∥ · ∥ : C∞ → R>0.

As we explained in the introduction, the special function introduced by Anderson and Thakur in
[AT90] has undergone successive generalizations: first to Drinfeld modules by Anglès, Ngo Dac, and
Tavares Ribeiro ([ANT17a]), and then to Anderson modules by Gazda and Maurischat ([GM21]).

In this chapter, given an Anderson module E = (E, ϕ), we introduce the functor of Anderson
eigenvectors Sfϕ : A−Mod→ A−Mod and prove that the module of special functions arises from
the application of this functor to the object A ∈ A−Mod.

In the main theorem of this chapter (Theorem 2.2.9) we prove that, if E is uniformizable, Sfϕ is
representable, and we relate its universal object to the exponential map expϕ : Lie(E)→ E(C∞).

We apply this result in Section 2.3 to answer affirmatively the following conjecture of Gazda and
Maurischat (see Theorem 2.3.7).

Conjecture ([GM21][Question]). Let (Ga, ϕ) be a Drinfeld module. If the A-module of special func-
tions is free of rank 1, there is an invertible special function in C∞⊗A.

2.1 Pontryagin duality of A-modules

In this section, we give a formal definition of the completed tensor product C⊗M , where C is a certain
type of complete topological Fq-vector space and M is a discrete Fq-vector space (Definition 2.1.12).

In the main proposition (Proposition 2.1.14) we prove that C⊗M is naturally isomorphic to the
space of continuous Fq-linear maps from the Pontryagin dual of M to C. This result is instrumental
in understanding the generalization of the module of special functions presented in Section 2.2

2.1.1 Basic statements about Pontryagin duality

Throughout this thesis, compact and locally compact topological spaces are always assumed to be
Hausdorff.

Definition 2.1.1 (Pontryagin duality). Denote by S1 ⊆ C× the complex unit circle. For any com-
mutative ring with unity B, the Pontryagin duality is a contravariant functor from the category of
topological B-modules to itself, sending a module M to the set of continuous group homomorphism
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M̂ := Homcont
Z (M,S1), endowed with the compact open topology and with the natural B-module

structure.

Let’s state the first main properties of Pontryagin duality for B-modules. They follow immediately
from the analogous properties for Z-modules, that are proven in Pontryagin’s original article [Pon34].

Proposition 2.1.2. For any ring B and any topological B-module M , consider the group homo-
morphism iM : M → ˆ̂

M sending m ∈ M to (f 7→ f(m)). The map iM is a continuous B-linear
homomorphism. If M is locally compact, M̂ is locally compact, and iM is an isomorphism. More-
over, if M is compact (resp. discrete) M̂ is discrete (resp. compact).

Remark 2.1.3. If M is an A-module, since M is also an Fq-vector space, we have the following
natural isomorphisms of topological A-modules:

M̂ := Homcont
Z (M,S1) ∼= Homcont

Fq
(M,HomFq (Fq,S1)) = Homcont

Fq
(M, F̂q).

We fix an isomorphism Fq ∼= F̂q so that from now on, to ease notation, we can write
M̂ = Homcont

Fq
(M,Fq) for any Fq-vector space M . Let’s fix some additional notation.

Definition 2.1.4. Let M and N be topological Fq-vector spaces with N locally compact. We
define the topological tensor product of M and N the space Homcont

Fq
(N̂ ,M) of continuous Fq-linear

homomorphisms from N̂ to M , and we denote it by M⊗̂N .

Remark 2.1.5. The topological tensor product can be endowed with the compact open topology,
but we only need to use the definition of the underlying set.

Lemma 2.1.6. For any pair of locally compact A-modules M,N , there is a natural isomorphism of
A⊗A-modules between M⊗̂N and N⊗̂M .

Proof. By Proposition 2.1.2, the Pontryagin duality induces an antiequivalence of the category of
locally compact Fq-vector spaces with itself, hence we have the following natural bijections:

Homcont
Fq

(N̂ ,M) ∼= Homcont
Fq

(M̂,
ˆ̂
N) ∼= Homcont

Fq
(M̂,N);

the A⊗A-linearity is a simple check.

Remark 2.1.7. For any set I, the Pontryagin dual of F⊕I
q can be identified with FIq . In particular,

for any discrete Fq-vector space M , an isomorphism F⊕I
q
∼= M , i.e. an Fq-basis (mi)i∈I , induces an

isomorphism of topological vector spaces between FIq = F̂⊕I
q and M̂ .

We introduce some other useful terminology.

Definition 2.1.8. If M is a discrete Fq-vector space with basis (mi)i∈I , for all i ∈ I we denote by
m∗
i the image of (δi,j)j∈I ∈ FIq via the isomorphism with M̂ , so that for all j ∈ I m∗

i (mj) = δi,j . We
call (m∗

i )i∈I the dual basis of M̂ relative to (mi)i∈I .

Remark 2.1.9. In the previous definition, an element f ∈ M̂ corresponds to (f(mi))i ∈ FIq . It’s
immediate to check that, for all m ∈ M , f(m) =

∑
i∈I f(mi)m∗

i (m), which is actually a finite sum,
hence we are justified in the use the following formal notation: f =

∑
i∈I f(mi)m∗

i . The existence
and uniqueness of this expression for all f ∈ M̂ explains the terminology "dual basis" for (m∗

i )i.
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2.1.2 Application to A-modules

Denote by Ω the module of Kähler differentials of A, which is a projective A-module of rank 1.
The following (see [Poon96, Thm. 8]) is a fundamental result about the Pontryagin duality of

A-modules.

Theorem 2.1.10 (Poonen). There is a natural perfect pairing between Ω ⊗A K∞ and K∞, which
restricts to a perfect pairing between the discrete A-module Ω and the compact A-module K∞⧸A. In
other words, Ÿ�Ω⊗A K∞ ∼= K∞ and Ω̂ ∼= K∞⧸A.

Remark 2.1.11. For any discrete projective A-module Λ of finite rank r, we have the following
natural isomorphisms of topological A-modules, where Λ∗ := HomA(Λ, A):ÿ�Λ∗ ⊗A Ω = HomFq (Λ∗ ⊗A Ω,Fq) ∼= HomA(Λ∗,HomFq (Ω,Fq)) ∼= Λ⊗A (K∞/A).

Retracing the isomorphisms, it’s easy to check that the pairing (Λ∗ ⊗A Ω) ⊗Fq

Ä
Λ⊗A K∞⧸A

ä
→ Fq

sends the element (λ∗⊗ω)⊗ (λ⊗ b) to the image of λ∗(λ)b⊗ω under the pairing K∞⧸A⊗Fq Ω→ Fq.

We now show that in some cases the topological tensor product of two spaces is naturally isomor-
phic to a completion of their tensor product. This makes our notation agree with the usual notation
C∞⊗̂A employed for the Tate algebra in works like [GM21], and others.

Definition 2.1.12. Let C be a topological vector spaces which is the projective limit of a diagram of
discrete Fq-vector spaces {Ci}i∈I : we call such a space a prodiscrete Fq-vector space. The collection
U := {ker(C → Ci)}i∈I is a neighborhood filter of 0 composed of clopen subspaces of C; we call it its
associated filter.

For any discrete Fq-vector space M and any prodiscrete Fq-vector space C, we denote by C⊗M
the completion of C ⊗M with respect to the neighborhood filter of 0 given by {U ⊗M}U∈U .

Remark 2.1.13. Given a radius r ∈ R>0, the open ball

Br = {c ∈ C∞ | ∥c∥ < r} ⊆ C∞

is an Fq-vector space, because the norm on C∞ is nonarchimedean. Since C∞ is complete, C∞ is a
prodiscrete Fq-vector space, with associated filter {Br}r∈R>0 .

Proposition 2.1.14. Let C be a prodiscrete Fq-vector space and let M be a discrete Fq-vector space.
There is a natural Fq-linear bijection Φ : C⊗M → C⊗̂M . If we fix an Fq-basis (mi)i∈I of M
with corresponding dual basis (m∗

i )i∈I of M̂ , for any function f ∈ C⊗̂M = Homcont
Fq

(M̂, C) we have
Φ−1(f) =

∑
i f(m∗

i )⊗mi.
Moreover, if C and M are A-modules, Φ is A⊗A-linear.

Proof. Fix an Fq-basis (mi)i∈I of M and let U be an associated filter of C. Any x ∈ C⊗M can be
expressed in a unique way as

∑
i∈I xi ⊗ mi, where xi ∈ C for all i ∈ I, and for all U ∈ U the set

IU := {i ∈ I|xi ̸∈ U} is finite. We define Φ(x) : M̂ → C as follows:

∀f ∈ M̂, Φ(x)(f) := lim
J⊆I

#J<∞

∑
i∈J

f(mi)xi.

Since C is complete with respect to the neighborhood filter U , and for all U ∈ U the set
{i ∈ I|f(mi)xi ̸∈ U} ⊆ IU is finite, the map Φ(x) is well defined.
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For all U ∈ U , the set {f ∈ M̂ |f(mi) = 0 ∀i ∈ IU} is a neighborhood of 0 in M̂ , and is contained
in Φ(x)−1(U), hence Φ(x) is continuous. Since Φ(x) is also obviously Fq-linear, Φ(x) ∈ C⊗̂M for all
x ∈ C⊗M .

The map Φ is clearly Fq-linear. If C and M are A-modules, Φ is also A⊗A-linear, since for any
x =

∑
i xi ⊗mi ∈ C∞⊗M and any a, b ∈ A we have the following identity for all f ∈ M̂ :

Φ((a⊗ b)x)(f) = Φ
Ç∑

i

axi ⊗ bmi

å
(f) =

∑
i

f(bmi)(axi) = a

Ç∑
i

(b · f)(mi)xi
å

= a (Φ(x)(b · f)) = ((a⊗ b) · Φ(x)) (f).

We just need to prove bijectivity. On one hand, if Φ(x) ≡ 0, we have 0 = Φ(x)(m∗
i ) = xi for all

i ∈ I, hence x = 0. On the other hand, if g : M̂ → C is a continuous function, for all U ∈ U the set
{i ∈ I|g(m∗

i ) ̸∈ U} is finite because M̂ is compact, hence y :=
∑
i g(m∗

i )⊗mi is an element of C⊗M ;
since Φ(y)(m∗

i ) = g(m∗
i ) for all i ∈ I, Φ(y) = g.

2.2 Universal Anderson eigenvector

In this section, we define the functor of Anderson eigenvectors relative to an Anderson A-module
(E, ϕ), which generalizes the concept of special functions and Gauss-Thakur sums (see Definition
2.2.7), and prove that under some conditions it is representable (see Theorem 2.2.9 and Theorem
2.2.10). As a corollary, we get a variant of the result [GM21][Thm. 3.11], in which Gazda and
Maurischat described the module of special functions for any Anderson A-module (E, ϕ).

2.2.1 Anderson A-modules

Definition 2.2.1. Given an Fq-algebra R, an R-module scheme over C∞ is a group scheme over C∞
endowed with a compatible action of R.

If G is a group scheme over C∞, we denote by Lie(G) its tangent space at the identity, which
has a natural structure of C∞-vector space. This association can be extended to a functor from the
category of group schemes over C∞ to that of C∞-vector spaces, and given f : G → G′ a morphism
in the first category, we denote the induced morphism Lie(G)→ Lie(G′) as Lie(f).

Let’s recall the definition of Anderson A-modules (see [HJ20][Def. 2.5.2]).

Definition 2.2.2. An Anderson A-module E = (E, ϕ) over C∞ of dimension d consists of an A-
module scheme E over C∞ with the following properties:

• as an Fq-module scheme over C∞, E is isomorphic to Gda,C∞ ;

• the action ϕ of A on E is such that Lie(ϕa)− a : Lie(E)→ Lie(E) is nilpotent for all a ∈ A.

Fix an Anderson A-module (E, ϕ). The following proposition sums up various basic results about
(E, ϕ) (see [Gos98][Thm. 5.9.6] and [Gos98][Lemma 5.1.9] for proofs).

Proposition 2.2.3. There is a nonzero Fq-linear function expϕ : Lie(E)→ E(C∞), called exponen-
tial, such that expϕ ◦Lie(ϕa) = ϕa ◦ expϕ for all a ∈ A; its kernel Λϕ ⊆ Lie(E) is an A-module of
finite rank (with respect to the A-module structure induced by Lie(ϕ) on Lie(E)).
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Remark 2.2.4. Since E and Gda,C∞ are isomorphic group schemes over C∞, and the group of au-
tomorphisms of Gda,C∞ as a group scheme over C∞ is GLn,C∞ , we can identify the set E(C∞) with
Gda,C∞(C∞) = Cd∞ up to an element of GLn,C∞(C∞). In particular, E(C∞) has a natural structure of
finite C∞-vector space, hence, since C∞ is a complete normed field, a natural structure of complete
topological vector space over C∞.

Similarly, Lie(E) also has a natural structure of complete topological vector space over C∞;
moreover, since expϕ is a local homeomorphism, we get that Λϕ ⊆ Lie(E) is a discrete subset (see
[Gos98][5.9.12]). In light of this remark, and since for all a ∈ A expϕ ◦Lie(ϕa) = ϕa ◦ expϕ, expϕ is a
morphism of topological A-modules.

Definition 2.2.5. Let E = (E, ϕ) be an Anderson A-module. The discrete A-module Λϕ ⊆ Lie(E)
is called period lattice. If expϕ is surjective, E is said to be uniformizable; in this case, its rank is
defined as the rank of Λϕ as an A-module.

The following is a well-known lemma (see e.g. [Gos98]Lemma 5.9.12).

Lemma 2.2.6. The A-module structure of Lie(E) induced by Lie(ϕ) can be extended to a structure
of topological vector space over K∞.

Proof. Since the endomorphisms {Lie(ϕa)}a∈A\{0} commute and are invertible, the ring homomor-
phism Ψ : A → EndC∞(Lie(E)) sending a to Lie(ϕa) can be extended uniquely to K, and we can
fix a basis Lie(E) ∼= Cd∞ in which, for all c ∈ K, Ψc is a triangular matrix with Nc := c−1Ψc − Idd
nilpotent—precisely, Nd

c = 0. We define on EndC∞(Cd∞) the norm | · | sending a matrix to the max-
imum of the norms of its coefficients; since the norm on C∞ is nonarchimedean, |MN | ≤ |M | · |N |
for all M,N ∈ EndC∞(C∞

d). To extend continuously Ψ to K∞, it suffices to prove that the set
{|c−1Ψc|}c∈K\{0} is bounded, so that |Ψc| tends to 0 as ∥c∥ tends to 0.

Since A is a finitely generated Fq-algebra, we can pick a finite set {a1, . . . , an} ⊆ A such that the
finite products of the ai’s generate A as an Fq-vector space. If we call M := max{1, |Na1 |, . . . , |Nan |},
it’s easy to prove that, for all b ∈ A, |Nb| ≤ Mnd. For all c ∈ K×, if we write c = ab−1 with
a, b ∈ A \ {0}, we have:

|c−1Ψc| = |a−1Ψa(b−1Ψb)−1| =
∣∣∣∣∣(Idd +Na)

(
d−1∑
i=0

N i
b

)∣∣∣∣∣ ≤Mnd2
,

which proves the thesis.

2.2.2 Functor of Anderson eigenvectors

Definition 2.2.7. For any discrete A-module M , its set of Anderson eigenvectors is defined as the
A-module of continuous A-linear homomorphisms Homcont

A (M̂,E(C∞)) ⊆ E(C∞)⊗̂M , where the A-
module structure on E(C∞) is the one induced by ϕ. We denote by Sfϕ : A−Mod→ A−Mod the
natural functor that extends this map.

Remark 2.2.8. Using the identification E(C∞)⊗̂M = E(C∞)⊗M established in Proposition 2.1.14,
we can rewrite:

Sfϕ(M) = {ω ∈ E(C∞)⊗̂M |(ϕa ⊗ 1)(ω) = (1⊗ a)ω ∀a ∈ A}.

In particular, Sfϕ(A) is precisely the module of special functions as defined in [GM21].

With the following theorem, we describe the functor Sfϕ.
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Theorem 2.2.9. Suppose that E is uniformizable. The functor Sfϕ is naturally isomorphic to
HomA(Λ∗

ϕ ⊗A Ω,_). Moreover, the universal object in E(C∞)⊗̂HomA(Λϕ,Ω) corresponds to the

map ¤�HomA(Λϕ,Ω) ∼= K∞Λϕ⧸Λϕ → E(C∞) sending the projection of c ∈ K∞Λϕ to expϕ(c).

Proof. Since E is uniformizable, E(C∞) is isomorphic to Lie(E)⧸Λϕ as a topological A-module. Endow
Lie(E) with the structure of topological K∞-vector space described in Lemma 2.2.6; the finite K∞-
vector subspace K∞Λϕ ⊆ Lie(E) admits a topological complement V , which induces an isomorphism
of topological A-modules E(C∞) ∼= K∞Λϕ⧸Λϕ

⊕
V .

For any discrete A-module M , for any ω ∈ Sfϕ(M), its projection ω onto V ⊗̂M belongs to
Homcont

A (M̂, V ). Since M̂ is compact, the image of ω must be a compact sub-A-module of V ; on the
other hand, since V is a topological K∞-vector space, for any v ∈ V \ {0} the set A · v is unbounded,
so the only compact sub-A-module of V is {0}. We deduce that, for any ω ∈ Sfϕ(M), ω = 0, therefore
we have the following natural isomorphisms:

Sfϕ(M) ∼= Homcont
A

(
M̂,K∞Λϕ⧸Λϕ ⊕ V

)
= Homcont

A

(
M̂,K∞Λϕ⧸Λϕ

)
;

by Lemma 2.1.6, the right hand side is naturally isomorphic to HomA(HomA(Λϕ,Ω),M).
Setting M := HomA(Λϕ,Ω), and following the identity along the chain of isomorphisms, we

deduce that the universal object in ωϕ ∈ Homcont
A

(
K∞Λϕ⧸Λϕ, E(C∞)

)
is the continuous A-linear

map sending the projection of c ∈ K∞Λϕ to expϕ(c).

For the sake of completeness, let’s prove a statement which does not assume uniformizability.

Theorem 2.2.10. If we restrict the functor Sfϕ to the subcategory of torsionless A-modules, it is
naturally isomorphic to HomA(HomA(Λϕ,Ω),_).

Moreover, the universal object in E(C∞)⊗̂HomA(Λϕ,Ω) corresponds to the map¤�HomA(Λϕ,Ω) ∼= K∞Λϕ⧸Λϕ → E(C∞)

sending the projection of c ∈ K∞Λϕ to expϕ(c).

Proof. The map expϕ is open because its Jacobian at all points is the identity; call C its image. Since
C is an open Fq-vector space, the quotient E(C∞)⧸C is a discrete A-module.

A discrete A-module M is torsionless if and only if it has no nontrivial compact submodules; in
this case, M̂ is a compact A-module with no nontrivial discrete quotients. In particular, for any
function f ∈ Sfϕ(M) = Homcont

A (M̂,E(C∞)), its projection onto E(C∞)⧸C is trivial, hence the image
of f must be contained in C. The rest of the proof is the same as Theorem 2.2.9 up to substituting
E(C∞) with C.

Definition 2.2.11. We define the universal Anderson eigenvector ωϕ ∈ C∞⊗̂HomA(Λϕ,Ω) as the
universal object of the functor Sfϕ.

As a corollary, we can describe the isomorphism class of the module of special functions Sfϕ(A)
for any Anderson A-module E, as already done by Gazda and Maurischat ([GM21][Thm. 3.11]).

Corollary 2.2.12. The following isomorphism of A-modules holds:

Sfϕ(A) = {ω ∈ E(C∞)⊗̂A|(ϕa ⊗ 1)(ω) = (1⊗ a)ω ∀a ∈ A} ∼= HomA(Ω,Λϕ).



2.3. PROOF OF A CONJECTURE OF GAZDA AND MAURISCHAT 29

Remark 2.2.13. Fix an Fq-basis (µi)i of the discrete A-module HomA(Λϕ,Ω), with (µ∗
i )i dual basis

of K∞Λϕ⧸Λϕ. By Proposition 2.1.14 we can express the universal object in the following alternative
way as an element of E(C∞)⊗̂HomA(Λϕ,Ω):

ωϕ =
∑
i

expϕ(µ∗
i )⊗ µi,

where by slight abuse of notation we considered expϕ as a map from K∞Λϕ⧸Λϕ to E(C∞).

2.3 Proof of a conjecture of Gazda and Maurischat
Recall from the introduction that an Anderson A-module E = (E, ϕ) of dimension 1 is called a
Drinfeld module. For simplicity, we assume E = Ga, so that E(C∞) = C∞.

Denote by τ : C∞ → C∞ the Frobenius endomorphism. Recall from Section 1.3 that we can think
of the action of A on E as a ring homomorphism ϕ : A→ C∞[τ ] sending a to ϕa =

∑
i aiτ

i, and that
the rank of E is defined as the unique positive integer r such that r · deg(a) = degτ (ϕa).

We apply the results of Section 2.2 in the context of a Drinfeld module E = (E, ϕ) of rank 1
(i.e. such that its period lattice Λϕ has rank 1 as an A-module), with the further assumption that
∞ ∈ X(Fq), to answer a question posed by Gazda and Maurischat in [GM21].

The following property holds (see [ANT17a][Lemma 3.6, Rmk. 3.10] or [GM21][Prop. 3.18]).

Proposition 2.3.1. There exists an element fϕ ∈ Frac(AC∞) such that, for all ω ∈ Sfϕ(A) ⊆ C∞⊗̂A,
we have:

(τ ⊗ 1)ω = fϕω.

Moreover, for all x ∈ C∞⊗̂A, if (τ ⊗ 1)x = fϕx then x belongs to Sfϕ(A).

Remark 2.3.2. The element fϕ is a fundamental object in the study of a Drinfeld module (Ga, ϕ)
of rank 1, and is called shtuka function; the previous proposition can be seen as an alternative to its
usual definition (see [Tha93], [Gos98][Def. 7.11.2]). In this thesis, we study fϕ and related functions
in Chapter 4 (see Definition 4.1.10).

In particular, if there is some ω ∈ Sfϕ(A) which is an invertible element of the ring C∞⊗̂A, for all
ω′ ∈ Sfϕ(A) we have (τ ⊗ 1)

Ä
ω′

ω

ä
= ω′

ω , i.e. ω′

ω ∈ Fq ⊗Fq A, hence Sfϕ(A) = A · ω.
The conjecture of Gazda and Maurischat in [GM21] is about the converse statement.

Conjecture 2.3.3 ([GM21][Question]). If Sfϕ(A) ∼= A, there is some ω ∈ Sfϕ(A) which is invertible
as an element of C∞⊗̂A.

We answer affirmatively with Theorem 2.3.7.
First, we prove two results to show that Pontryagin duality is well-behaved with respect to norms.

For starters, we endow the space ‘K∞ ∼= Ω ⊗A K∞ with a norm | · | such that it is a normed vector
space over (K∞, ∥ · ∥), and for any ideal J < A we use the same notation for the induced norm on
the quotient Ĵ of ‘K∞; note that, since ‘K∞ has dimension 1 as a K∞-vector space, | · | is unique up
to a scalar factor in R>0.

Proposition 2.3.4. Up to a scalar factor in R>0, for all f ∈‘K∞ \ {0}, we have

|f |−1 = min{∥λ∥ s.t. λ ∈ K∞ and f(λ) ̸= 0}.
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Proof. Let t ∈ K∞ be a uniformizer: we can identify K∞ with Fq((t)), where if the series
p(t) =

∑
i∈Z λit

i ∈ Fq((t)) has leading term λkt
k, its norm is q−k. Consider the function

dt ∈ ÷Fq((t)) which sends p(t) as defined above to λ−1: under the identification K∞ = Fq((t)),
we have ‘K∞ = Fq((t))dt, and up to a scalar factor in R>0 we can assume |dt| = q−1.

Take µ ∈ Fq((t))dt \ {0} with leading term bkt
kdt, so that |µ| = q−k−1: if p ∈ Fq((t)) has

∥p∥ < qk+1, its leading term has degree at least −k, hence µ(p) = 0; on the other hand ∥t−k−1∥ = qk+1

and µ(t−k−1) = bk ̸= 0. In particular:

|µ|−1 = qk+1 = min{∥p∥ s.t. p ∈ Fq((t)) and µ(p) ̸= 0}.

Proposition 2.3.5. Let J < A be a nonzero ideal and fix an Fq-basis (ai)i∈I of J strictly ordered by
degree, with (a∗

i )i∈I dual basis of Ĵ . The sequence (|a∗
i |)i∈I is strictly decreasing.

Proof. We can assume I ⊆ Z to be the set of degrees of elements in J , and that ai has degree i for
all i ∈ I. For all i ∈ I set bi := ai, while for all i ∈ Z \ I choose some bi ∈ K∞ with valuation −i:
since all nonzero elements of K∞ have integer valuation, it’s easy to check that every c ∈ K∞ can be
expressed in a unique way as

∑
i∈Z λibi where λi ∈ Fq for all i ∈ Z and λi = 0 for i≫ 0. Denote by

(b∗
i )i∈Z the sequence in ‘K∞ determined by the property b∗

i (bj) = δi,j for all i, j ∈ Z. By Proposition
2.3.4, up to rescaling | · | by some positive real factor, we have for all i ∈ Z:

|b∗
i |−1 = min{∥c∥ s.t. c ∈ K∞ and b∗

i (c) ̸= 0} = min
{∥∥∥∥∥∥

∑
j∈Z

λjbj

∥∥∥∥∥∥ s.t. λi ̸= 0
}

= ∥bi∥.

Let’s prove that any c ∈‘K∞ can be expressed in a unique way as a series
∑
i∈Z λib

∗
i with λi ∈ Fq

for all i and λi = 0 for i≪ 0. We have:

c =
∑
i∈Z

λib
∗
i ⇔ c(bj) =

(∑
i∈Z

λib
∗
i

)
(bj)∀j ∈ Z⇔ c(bj) = λj∀j ∈ Z,

which proves uniqueness. Viceversa, since c is continuous, c(bj) = 0 for j ≪ 0, and since the sequence
(|b∗

j |)j∈Z = (∥bj∥−1)j∈Z is strictly decreasing and tends to 0, the series
∑
i∈Z c(bi)b∗

i converges in ‘K∞.
For any c ∈‘K∞, call c its projection onto Ĵ . Since (bi)i∈I = (ai)i∈I is an Fq-basis of J , b∗

i = a∗
i if

i ∈ I, and b∗
i = 0 otherwise. For all i ∈ I, we have:

|a∗
i | = min{|c| s.t. c = a∗

i } = min


∣∣∣∣∣∣∑j∈Z

λjb
∗
j

∣∣∣∣∣∣ s.t. λj = δi,j∀j ∈ I

 = |b∗
i | = ∥ai∥−1.

To prove the main result of this section, we need to use a well known property of the exponential
function expϕ : C∞ → C∞ (see for example [Gos98][Section 4.2]).

Proposition 2.3.6. Let (Ga, ϕ) be a Drinfeld module. The following identity holds for all z ∈ C∞:

expϕ(z) = z
∑

λ∈Λϕ\{0}

(
1− z

λ

)
.

Theorem 2.3.7. Suppose Sfϕ(A) ∼= A. Then, there is a special function in Sfϕ(A) which is invertible
as an element of C∞⊗̂A.
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Proof. As shown in Corollary 2.2.12, Λϕ ∼= Ω. Fix an Fq-basis (ai)i∈I of A like in the proof of Proposi-
tion 2.3.5, with a0 = 1, and let (a∗

i )i∈I be the dual basis of its Pontryagin dual
Â ∼= Ω⊗A K∞⧸Ω ∼=

K∞Λϕ⧸Λϕ.
By Remark 2.2.13, we can write the universal Anderson eigenvector as an infinite series

ωϕ =
∑
i expϕ(a∗

i ) ⊗ ai ∈ C∞⊗̂A (where by slight abuse of notation we considered expϕ as a
map from K∞Λϕ⧸Λϕ to C∞). To prove it is invertible, it suffices to show that, for all i ≥ 1,
∥ expϕ(a∗

0)∥ > ∥ expϕ(a∗
i )∥: indeed, if this is the case, and we set ω := (expϕ(a∗

0)−1 ⊗ 1)ωϕ, the
element 1 − ω ∈ C∞⊗̂A has norm less than 1, hence the series

∑
n≥0(1 − ω)n converges in C∞⊗̂A,

and is an inverse to 1− (1− ω) = ω.
For all indices i, choose a lifting ci ∈ K∞Λϕ ⊆ C∞ of a∗

i ∈ K∞Λϕ⧸Λϕ with the least norm, so that
∥ci∥ = |a∗

i |; in particular, since Λϕ has rank 1, there are no λ ∈ Λϕ such that ∥λ∥ = ∥ci∥, so we have:

∥ expϕ(a∗
i )∥ = ∥ci∥

∏
λ∈Λϕ\{0}

∥∥∥∥1− ci
λ

∥∥∥∥ = ∥ci∥
∏

λ∈Λϕ\{0}
∥λ∥≤∥ci∥

∥∥∥∥1− ci
λ

∥∥∥∥ = ∥ci∥
∏

λ∈Λϕ\{0}
∥λ∥<∥ci∥

∥∥∥∥ciλ
∥∥∥∥ .

Since by Proposition 2.3.5 the sequence (∥ci∥)i is strictly decreasing, from the previous equality
we deduce that the sequence (∥ expϕ(a∗

i )∥)i is also strictly decreasing. In particular, ∥ expϕ(a∗
0)∥ >

∥ expϕ(a∗
i )∥ for all i ≥ 1.
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Chapter 3

A topological approach to the
convergence of rational functions on
XK∞

In this chapter, X,A,K∞,C∞ are defined as in Section 1.3. Consider the d-th symmetric power X [d]

for some positive integer d. For all field extensions L/Fq, X [d](L) is the set of effective L-rational
divisors on X of degree d, and for all D ∈ X [d](L), we denote by H0(XL, D) the global sections of
the line bundle on XL associated to D. For any effective divisor D ∈ X [d](Fqe), for any finite field
extension L/K∞, we endow the space H0(XL, D) with the natural topology of finite vector space
over L. The aim of this section is to endow X [d](L) with a topology, which we call "natural compact
topology" (see Definition 3.1.3), such that the following proposition holds.

Proposition (Prop. 3.2.9). Fix a finite field extension L/K∞ and an effective divisor D− in
X [d](Fqe), and consider a sequence (hm)m in H0(XL, D−).

If the sequence (Div(hm) + D−)m converges to D+ ∈ X [d](L) in the natural compact topology,
there are (λm)m in L× such that the sequence (λmhm)m converges in H0(XL, D−) to some nonzero
h with Div(h) = D+ −D−.

If the sequence (hm)m converges in H0(XL, D−) to some nonzero h, the sequence (Div(hm)+D−)m
converges to Div(h) +D− ∈ X [d](L) in the natural compact topology.

We need a topology on the L-points of other projective Fq-schemes (such as the powers cartesian
powers Xd for d ≥ 1 and the Jacobian variety A of X). To ensure their good interaction we prove
that the compact topology that we define is functorial in Proposition 3.1.5.

3.1 Natural compact topology on K∞-rational points of Fq-schemes

Through this section, L is a finite field extension of K∞ with residue field FL ⊆ OL and mL ⊆ OL
maximal ideal, and Y is a proper OL-scheme. We aim to construct a functor from proper schemes
over OL to compact Hausdorff topological spaces, sending Y to Y (OL) = Y (L).

Lemma 3.1.1. The natural maps redL,k : Y (OL) → Y (OL/mk
L) for all k ≥ 1, where we omit the

dependence on Y , induce a bijection Y (OL) ∼= lim←−k Y (OL/mk
L).
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Proof. Since Spec(OL) ∼= lim−→k
Spec(OL/mk

L), we have:

Y (OL) ∼= HomOL

Ç
lim−→
k

Spec(OL/mk
L), Y

å
∼= lim←−

k

HomOL

Ä
Spec(OL/mk

L), Y
ä
∼= lim←−

k

Y (OL/mk
L).

Remark 3.1.2. If we endow the spaces Y (OL/mk
L) with the discrete topology, the limit topology

induced on Y (OL) ∼= lim←−k Y (OL/mk
L) is Hausdorff. Since Y is finite-type over OL and OL/mk

L is finite
for all k, the space Y (OL/mk

L) is finite for all k, so the limit topology makes Y (OL) into a compact
space. Moreover, Y (OL) can be endowed with an ultrametric distance d̄ as follows:

d̄(P,Q) := max
k∈N

ß 1
pk

∣∣∣∣ redL,k(P ) ̸= redL,k(Q)
™
.

The only non obvious property to check is the ultrametric inequality: for all P,Q,R ∈ Y (OL), if
redL,k(P ) = redL,k(Q) and redL,k(Q) = redL,k(R) we have redL,k(P ) = redL,k(R), hence

d̄(P,R) ≤ max{d̄(P,Q), d̄(Q,R)}.

Definition 3.1.3. We call natural compact topology the topology induced on Y (L) = Y (OL) by the
bijection Y (OL) ∼= lim←−k Y (OL/mk

L).

Definition 3.1.4. We denote by redL : Y (OL) → Y (OL) and call reduction the composition of the
map redL,1 : Y (OL) → Y (FL), induced by the projection OL → FL, and the map Y (FL) ↪→ Y (OL)
induced by the inclusion FL ⊆ OL.

From this point onwards, unless otherwise stated, we interpret the set Y (L) as endowed with the
natural compact topology. Similarly, if Y ′ is a proper Fq-scheme, the set Y ′(L) = Y ′

OL
(L) is always

endowed with the natural compact topology.

Proposition 3.1.5. The map associating to a proper OL-scheme Y the topological space Y (OL) can
be extended to a functor FL.

Proof. For every morphism φ : Z → Y of proper OL-schemes, the induced map
φOL

: Z(OL) → Y (OL) induces a system of maps (φOL/m
k
L

: Z(OL/mk
L) → Y (OL/mk

L))k which
commute with the transition maps of the diagrams (Z(OL/mk

L))k and (Y (OL/mk
L))k, hence φOL

is
continuous.

If we set FL(φ) := φOL
for all morphisms, it’s easy to check that FL sends the identity map to

the identity map and preserves composition, hence it is a functor.

Remark 3.1.6. We also obtain a functor from proper Fq-schemes to topological spaces, sending a
scheme Y to Y (OL) = Y (L), by precomposing FL with the base change Y 7→ YOL

.

Lemma 3.1.7. Let f : Z → Y be a morphism of proper OL-schemes. Fix a subset V ⊆ Y (L) with
preimage U ⊆ Z(L), such that FL(f)|U : U → V is bijective. Then FL(f)|U is a homeomorphism.

Proof. The map FL(f) : Z(L)→ Y (L) is closed, being a continuous map between compact Hausdorff
spaces. Any closed set of U can be written as C ∩ U , with C ⊆ Z(L) closed. We have:

FL(f)(C ∩ U) = FL(f)
(
C ∩ FL(f)−1(V )

)
= FL(f)(C) ∩ V,

which is closed in V because FL(f)(C) is closed in Y (L). This means that FL(f)|U is closed, and
since it induces a bijection between U and V , it is a homeomorphism.
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Remark 3.1.8. In the case of the projective space Pn of dimension n over Fq, the set Pn(L) is in
bijection with (Ln+1 \ {0})/L×; since the latter has a natural topology induced by L, the former also
does, and it’s easy to check that it’s the same as the natural compact topology we defined.

The following statements show that the functor FL sends group schemes to topological groups.

Lemma 3.1.9. The topological spaces FL(Y ×OL
Y ) and FL(Y )×FL(Y ) are naturally homeomorphic.

Proof. The projections π1, π2 : Y × Y → Y induce a natural continuous map from FL(Y ×OL
Y ) to

FL(Y )×FL(Y ). Since both spaces are compact and Hausdorff, the map is closed; since the underlying
function is the natural bijection (Y ×OL

Y )(L) ∼= Y (L)× Y (L), the map is a homeomorphism.

Proposition 3.1.10. If Y is a (commutative) group scheme over OL, the metric on Y (L) is trans-
lation invariant, and makes it into a (commutative) topological group.

Proof. By Lemma 3.1.9, we identify FL(Y ×OL
Y ) ∼= FL(Y )× FL(Y ) via a natural homeomorphism.

Call e the identity, i the inverse, and m the multiplication of Y . Then FL(Y ) has a natural
structure of topological group, with identity FL(e), inverse FL(i) and multiplication FL(m), because
all the necessary diagrams commute by functoriality. For the same reason, if Y is commutative as a
group scheme, Y (L) is commutative as a topological group.

To prove the invariance of the metric, we need to show that every translation is an isometry. Fix
a morphism of OL-schemes P : Spec(OL)→ Y (i.e. P ∈ Y (OL)), and consider the following:

lP : Y ∼= Spec(OL)×OL
Y

P×idY−−−−→ Y ×OL
Y

m−→ Y,

so that FL(lP ) : Y (L) → Y (L) is the left translation by P . It’s immediate to check that, if we call
−P the inverse of P in Y (OL), l−P is the two-sided inverse of lP , therefore they are isomorphisms. In
particular lP induces a family of bijections {Y (OL/mk

L) → Y (OL/mk
L)}k≥1, whose limit is precisely

FL(lP ), hence FL(lP ) is an isometry. The proof for right translations is essentially the same.

Corollary 3.1.11. Suppose that Y is a commutative group scheme. Denote by addition the group
law on Y (L) and by 0 its identity element. If (Pi)i∈N is a sequence in Y (L) converging to 0, then the
series

∑
i Pi is a well defined element of Y (L) (i.e. the sequence of partial sums converge).

Proof. Call d̄ the distance on Y (L). Since d̄ is ultrametric, we just need the limit of the distances
d̄(Sk, Sk−1) to be 0, where Sk :=

∑k
i=0 Pi. Since the metric is translation invariant, limk d̄(Sk, Sk−1) =

limk d̄(Pk, 0), which is zero by hypothesis.

3.2 The natural compact topology on the space of divisors
In this section we state some propositions about the symmetric powers of a curve and its Jacobian.
Most results are already stated and proven in [Mil86].

Recall the definition of X; Sd is the permutation group of d elements. We have the following (see
[Mil86][Prop. 3.1, Prop. 3.2]).

Proposition 3.2.1. Fix a positive integer d. Consider the natural right action of Sd on Xd and call
its quotient X [d]. Then X [d] is a proper smooth Fq-scheme.

The following result (see [Mil86][Thm. 3.13]) gives us the functorial interpretation of the sym-
metric power X [d].
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Theorem 3.2.2. Consider the functor DivdX which sends an Fq-algebra R to the set of relative
effective Cartier divisors of degree d on XR over R (i.e. effective Cartier divisors on XR which are
finite and flat of rank d over R). This functor is represented by X [d].

Corollary 3.2.3. For every field extension E/Fq, X [d](E) is in bijection with the finite closed E-
subschemes of XE of degree d.

Let’s continue with the fundamental property of the Jacobian variety (see [Mil86][Thm. 1.1]). For
any Fq-algebra R, we denote by πR : XR → Spec(R) the structure morphism; for any field extension
L⧸Fq, we denote by deg : Pic(XL)→ Z the natural function associating to an invertible sheaf—up to
isomorphism—its degree.

Theorem 3.2.4. Call P 0
X the natural functor from Fq-algebras to abelian groups such that for any

Fq-algebra R:

P 0
X(R) = {L ∈ Pic(XR)|deg(i∗L) = 0 ∀i : Spec(k)→ Spec(R) closed point}

π∗
R(Pic(Spec(R)) .

There is an abelian variety A over Fq, called the Jacobian variety of X, and a natural transformation
of functors P 0

X → A which induces an isomorphism P 0
X(R) ∼= A(R) whenever X(R) ̸= ∅.

Let’s fix a point ∞′ ∈ X(Fqe) with support at ∞. The following result clarifies the relation
between the symmetric powers of X and A (see [Mil86][Thm. 5.2]).

Theorem 3.2.5. For all d ≥ 1, the point ∞′ ∈ XFqe induces a natural morphism of Fqe-schemes
Jd : X [d]

Fqe
→ AFqe . Moreover, the morphism Jg : X [g]

Fqe
→ AFqe is birational and surjective.

Remark 3.2.6. For every field E/Fqe , at the level of E-points the morphism Jd sends an effective
divisor D of degree d to the class of D − d∞′.

Finally, we give a result on the fibers of the map Jd (see [Mil86][Rmk. 5.6.(c)] and [Har77][Prop.
II.7.12]).

Proposition 3.2.7. Fix a field extension E/Fqe and a point D ∈ X
[d]
Fqe

(E), define
P := Jd ◦ D ∈ AFqe (E), and call V the E-vector space H0(XE , D). The fiber (Jd)∗P is naturally
isomorphic as an E-scheme to P(V ).

For any field extension E′/E, for all f ∈ E′⊗E V ∼= H0(XE′ , D), the isomorphism sends the line
E′ · f ∈ P(V )(E′) to Div(f) +D ∈ X [d](E′).

Corollary 3.2.8. Let D ∈ X
[d]
Fqe

(E) with h0(D) = 1. If Jd ◦ D ∈ AFqe (E) factors through some
P ∈ AFqe (E), D factors through some D′ ∈ X [d]

Fqe
(E).

Proof. Since D factors through some finite extension Φ : Spec(E′) → Spec(E), we can assume
D ∈ X

[d]
Fqe

(E′) without loss of generality. By Proposition 3.2.7, the pullback of P ◦ Φ ∈ AFqe (E′)
along Jd is a morphism Spec(E′) → X

[d]
Fqe

, hence it is exactly D. If Z → X
[d]
Fqe

is the pullback of P
along Jd, Z×Spec(E) Spec(E′) is isomorphic to Spec(E′); we deduce that Z ∼= Spec(E), and D factors
through Z → X

[d]
Fqe

.
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With the following proposition we can finally switch between convergence of functions and conver-
gence of divisors, an essential step to prove the functional identities in Theorem 4.1.9 and Theorem
4.2.1.

Proposition 3.2.9. Fix a finite field extension L/K∞ and an effective divisor D− in X [d](Fqe), and
consider a sequence (hm)m in H0(XL, D−).

If the sequence (Div(hm) + D−)m converges to D+ ∈ X [d](L), there are (λm)m in L× such that
(λmhm)m converges in H0(XL, D−) to some nonzero h with Div(h) = D+ −D−.

If the sequence (hm)m converges in H0(XL, D−) to some nonzero h, the sequence (Div(hm)+D−)m
converges to Div(h) +D− ∈ X [d](L).

Proof. Call V := H0(XFqe , D−) and call Zd the pullback of the closed subscheme [D−− d∞′] ∈ AFqe

along Jd : X [d]
Fqe
→ AFqe , so that Div(hm) + D− ∈ Zd(L) for all m. As we noted in Remark 3.1.8,

P(V )(L) is homeomorphic to (H0(XL, D−) \ {0})/L× endowed with the quotient topology. On the
other hand, by Proposition 3.2.7 (setting E = Fqe and D = D−), the Fqe-schemes P(V ) and Zd are
isomorphic; in particular, the induced map P(V )(L)→ Zd(L), which sends a line L ·f ∈ H0(XL, D−)
to Div(f) +D−, is a homeomorphism in the natural compact topology, by Remark 3.1.6.

If the sequence (Div(hm) + D−)m converges to D+ ∈ Zd(L), this proves that the equivalence
classes ([hm])m in H0(XL, D−)/L× do converge to an equivalence class [h] whose divisor is D+−D−.
Since the projection is open, we can lift this convergence to H0(XL, D−) up to scalar multiplication.

The map H0(XL, D−) \ {0} → Z(L) sending a function f to the effective divisor Div(f) + D−
is continuous. In particular, if the sequence (hm)m converges to a nonzero h ∈ H0(XL, D−), the
sequence (Div(hm) +D−)m converges to Div(h) +D− ∈ Zd(L).

3.3 Frobenius and divisors

Fix a nonzero ideal I < A, denote by Ī its class in the ideal class group Cl(A); with slight abuse of
notation, call I also the corresponding effective divisor of X (if e.g. I = A, the corresponding divisor
is the unique divisor of degree 0). Call Ξ ∈ X(K) the morphism Spec(K)→ X \ {∞} corresponding
to the canonical inclusion A ↪→ K. From now on, we assume ∞ to be Fq-rational.

In Subsection 3.3.1, we recall the notion of Frobenius twist P (1) for a point P in X [d](K∞), and
study its behavior with respect to the natural compact topology. The main result is Proposition 3.3.6,
where we prove that the sequence (P (m))m converges to redK∞(P ) in X [d](K∞) (with the natural
compact topology).

In Subsection 3.3.2, we study the divisor of a rational function h on XK∞ with respect to its
expansion

∑
i≥k ciu

i as an element of K((u)), where u is a uniformizer of K∞ . Among several
useful results, the most significant is Proposition 3.3.16, where we state the identity Div(ck) =
redK∞(Div(h)).

Finally, in Subsection 3.3.3, we construct the divisors VĪ,∗,m for m≫ 0 and VĪ,∗ in X [g](K∞) (see
Proposition 3.3.25), uniquely defined by the following linear equivalences for m≫ 0:{

VĪ,∗,m − V
(1)
Ī,∗,m ∼ Ξ(m) − Ξ(1)

redK∞(VĪ,∗,m) ∼ (deg(I) + g)∞− I
;

{
VĪ,∗ − V

(1)
Ī,∗ ∼ ∞− Ξ

redK∞(VĪ,∗) ∼ (deg(I) + g)∞− I
.

The main result is the convergence of the sequence (VĪ,∗,m)m≫0 to V
(1)
Ī,∗ in X [g](K∞) (Proposition

3.3.27).
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3.3.1 Frobenius twist

In this subsection we define the Frobenius twist for a (proper) Fq-scheme Y and study its behavior
with respect to the topology of Y (K∞). The fundamental results are Proposition 3.3.6 and Lemma
3.3.10.

Definition 3.3.1. Let Y be an Fq-scheme, and R an Fq-algebra. Denote by FrobR the endomorphism
of Spec(R) induced by raising to the q-th power, and by F YR := IdY ×FrobR the endomorphism of
YR = Y ×Spec(Fq) Spec(R).

Call πY : YR → Y and πR : YR → Spec(R) the natural projections. For all P ∈ Y (R), P denotes
the unique element of HomR(Spec(R), YR) such that P = πY ◦ P . We call Frobenius twist of P ,
denoted by P (1) ∈ Y (R), the only element such that P (1) is the pullback of P along F YR . The n-th
iteration of the twist is denoted by P (n) for all n ∈ N.

Lemma 3.3.2. In the notation of Definition 3.3.1, we have P (1) = P ◦ FrobR.

Proof. We have the following cartesian diagram:

Spec(R) YR Spec(R)

Spec(R) YR Spec(R).

πRP (1)

FrobR

P

FY
R

πR

FrobR□□

Since πY ◦ F YR = πY , P (1) = πY ◦ P (1) = πY ◦ F YR ◦ P (1) = πY ◦ P ◦ FrobR = P ◦ FrobR .

Remark 3.3.3. In light of Lemma 3.3.2, if FrobR is an isomorphism, for all P ∈ Y (R) we can redefine
P (k) ∈ Y (R) as P ◦ (FrobR)k for all k ∈ Z.

Lemma 3.3.4. Fix a positive integer d, an Fq-scheme Y , and an Fq-algebra R, and consider a point
(P1, . . . , Pd) ∈ Y d(R). Its Frobenius twist is (P (1)

1 , . . . , P
(1)
d ).

Proof. The i-th projection πi : Y d → Y is such that πi ◦ (P1, . . . , Pd) = Pi. By Remark 3.3.2:

πi ◦
Ä
(P1, . . . , Pd)(1)

ä
= πi ◦ (P1, . . . , Pd) ◦ FrobR = Pi ◦ FrobR = P

(1)
i .

Remark 3.3.5. The analogous statement, with the same proof, is true for any product of Fq-schemes.

Let L/K∞ be a finite field extension with residue field FL ⊆ OL and Y a proper OL-scheme.
Recall the notation redL from Definition 3.1.4.

Proposition 3.3.6. Fix a point P ∈ Y (L), and set kL such that #FL = qkL. The sequence
(P (mkL+r))m converges to redL(P )(r) in Y (L).

Proof. Since Spec(OL) only has one closed point, we can choose an open affine subscheme
U ⊆ Y with B := OY (U) such that P ∈ U(OL): P corresponds to a map of OL-algebras
χP : B → OL; its reduction modulo mL, composed with the immersion FL ↪→ OL, is equal to
the morphism χredL(P ) : B → OL corresponding to redL(P ) by Definition 3.1.4. For all i, P (i) corre-
sponds to the map (·)qi ◦ χP , which modulo mqi

L is the same as χredL(P )(i) , hence the projections of
P (i) and redL(P )(i) onto Y (OL/mqi

L ) coincide. Since redL(P )(mkL+i) = redL(P )(i) for all m ≥ 0, this
proves the convergence.



3.3. FROBENIUS AND DIVISORS 39

Remark 3.3.7. For any effective divisor D of the curve XL over Spec(L), we can define its twist
D(1) as the pullback along FXL . Obviously, if D =

∑
Pi with Pi ∈ XL(Li), D(1) =

∑
P

(1)
i .

Definition 3.3.8. Let h be a non-constant rational function on XL, i.e. a non-constant morphism
of L-schemes XL → P1

L. We define the Frobenius twist h(1) := h ◦ FXL .

Remark 3.3.9. The field of rational functions of XL is Frac(L⊗A), and if h =
∑
i li ⊗ ai in L⊗A

is non-constant, h(1) =
∑
i l
q
i ⊗ ai. In particular, we can naturally extend the Frobenius twist to the

constant rational functions L⊗ Fq ⊆ L⊗A as the elevation to the q-th power.

We show that the Frobenius twists of divisors and rational functions are compatible.

Lemma 3.3.10. Let h be a nonzero rational function on XL, and call Div(h) its divisor. Then,
Div(h(1)) is equal to (Div(h))(1).

Proof. If h is a constant function, both sides are the empty divisor. If h is non-constant, for any
closed point P ∈ P1

L, (h(1))∗(P ) = (FXL )∗ ◦ h∗(P ); setting P = [0 : 1] and P = [1 : 0], since the
Frobenius twist on the divisors is induced by the pullback via FXL , we get our thesis.

3.3.2 Rational functions on XK∞ as Laurent series

Let L/K∞ be a finite field extension with a uniformizer u ∈ OL, call FL ⊆ OL the residue field of
L, and kL the integer such that #FL = qkL . Call K ′ := FL ⊗K, i.e. the fraction field of XFL

, and
A′ := FL ⊗A.

Remark 3.3.11. Since the field of rational functions on XL is the fraction field of OL ⊗K, which
has as a maximal ideal mL ⊗K = (u⊗ 1)OL ⊗K, we can endow it with the mL ⊗K-adic metric.

Lemma 3.3.12. The field of rational functions on XL can be naturally immersed in K ′((u)), and
this immersion is a completion with respect to the mL ⊗ K-adic metric. Moreover, it induces an
isomorphism between the completion L⊗̂A of L⊗A = H0(OXL

, (X \∞)L) and A′[[u]][u−1].

Proof. The natural isomorphisms (OL⊗K/mk
L⊗K ∼= K ′[u]/un)n≥1 pass to the limit and to fraction

fields, giving a natural isometry between the completion of the field of rational functions on XL and
K ′((u)).

The inclusion L⊗A ⊆ A′[[u]][u−1] is obvious, and by the previous reasoning it is an isometry with
respect to the natural metric of L⊗A; on the other hand each element in A′[[u]][u−1] is the limit of
its truncated expansions, which are in L⊗A.

Lemma 3.3.13. For all positive integers d, the induced inclusion of H0(XL, d∞), endowed with its
natural metric of finite L-vector space, into K ′((u)) is a closed immersion.

Proof. The restriction of the mL⊗K-adic metric of the field of rational functions on XL to the space
H0(XL, d∞), which is isomorphic to L⊗A(≤ d), is the natural metric of a finite L-vector space. By
Lemma 3.3.12, the inclusion into K ′((u)) is an isometry, hence a closed immersion.

Remark 3.3.14. For any rational function h on XL, if we write h =
∑
j≥m cju

j ∈ K ′((u)), with
cj ∈ K ′ for all j, then h(1) =

∑
j≥m c

(1)
j uqj .

To better understand the usefulness of K ′((u)), let’s state a couple of propositions. First, we
prove a very natural result, analogous to Lemma 3.3.10 but with the reduction instead of the twist.
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Definition 3.3.15. For all nonzero rational functions h on XL, write h =
∑
j≥m cju

j ∈ K ′((u)) with
cj ∈ K ′ for all j and cm ̸= 0, and set redu(h) := cm.
Proposition 3.3.16. For all nonzero rational functions h on XL, Div(redu(h)) = redL(Div(h)),
where both are FL-rational divisors of XFL

.
Proof. Since for any nonzero rational function h on XL there is a positive integer d and h+, h− in
OL ⊗FL

A′(≤ d) such that h = h+
h−

, we can assume h ∈ OL ⊗FL
A′(≤ d). Up to a factor in L×, we

can also assume h =
∑
i≥0 ciu

i ∈ K ′[[u]] with c0 ∈ A′(≤ d) \ {0}. By Remark 3.3.14, the sequence
(h(mkL))m is equal to (

∑
j≥0 cju

jqmkL )m, hence it converges to c0 in K ′[[u]]; by Lemma 3.3.13 this
convergence lifts to L ⊗FL

A′(≤ d). The sequence of divisors (Div(h(mfL)) + d∞)m, by Proposition
3.2.9, converges to Div(c0) + d∞ in X [d](L); on the other hand, by Proposition 3.3.6, it converges to
redL(Div(h)) + d∞, hence we have the desired equality.

We prove now that the immersion of the field of rational functions on XL in K ′((u)) behaves
reasonably well with evaluations.
Proposition 3.3.17. Fix h ∈ H0(XL, d∞), and expand h =

∑
i h(i)u

i as an element of K ′((u)); fix
P ∈ XFL

(L) \ {∞}, corresponding to a FL-linear homomorphism χP : A′ → L. Then, h(i) ∈ A′ for
all i and h(P ) =

∑
i χP (h(i))ui.

Proof. We can write h =
∑
j γjaj , with γj ∈ L = FL((u)) and aj ∈ A′(≤ d), hence h(i) ∈ A′(≤ d)

for all i. For all integers m define γj,m as the truncation of γj ∈ FL((u)) at the degree m, and define
hm :=

∑
j γj,maj ∈ K ′[u±1], so that hm =

∑
i≤m h(i)u

i. We have the equalities:

hm(P ) = χP

(∑
j

γj,maj

)
=

∑
j

γj,mχP (aj);

hm(P ) = χP

(∑
i≤m

h(i)u
i

)
=

∑
i≤m

χP (h(i))ui;

where we used that both summations are finite. Since the sequence (γj,m)m converges to γj in FL((u))
for all j, the first equation tells us that the sequence (hm(P ))m converges to h(P ). From the second
equation we deduce that the series

∑
i χP (h(i))ui also converges, and is equal to h(P ).

Proposition 3.3.18. Let h =
∑
i h(i)u

i ∈ A′[[u]][u−1] be a rational function on XL, and fix
P ∈ XFL

(L) such that redL(P ) ̸= ∞, corresponding to a FL-linear homomorphism χP : A′ → OL.
Then P is not a pole of h, and h(P ) =

∑
i χP (h(i))ui.

Proof. For N ≫ 0, the space H0(XL, N∞ − Div−(h) − P ) is strictly included in
H0(XL, N∞ − Div−(h)); we can fix h− in their difference, and set h+ := hh−; by definition,
h+, h− ∈ L⊗A.

If we write h+ =
∑
i h+,(i)u

i and h− =
∑
i h−,(i)u

i, we have for all integers k the equation
h+,(k) =

∑
i+j=k h(i)h−,(j), which commutes with evaluation, being a finite sum. Since χP has image

in OL, the series
∑
i χP (h(i))ui converges, hence by Proposition 3.3.17 we get the following equation

in OL:

h+(P ) =
∑
k

χP (h+,(k))uk =
∑
k

∑
i+j=k

χP (h(i))χP (h−,(j))uk

=
Ç∑

i

χP (h(i))ui
å(∑

j

χP (h−,(j))uj
)

=
Ç∑

i

χP (h(i))ui
å
h−(P ).
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Since h− ∈ H0(XL, N∞−Div−(h))\H0(XL, N∞−Div−(h)−P ), if P is a pole of h, then P is a zero
of h− of the same order, and h+(P ) ̸= 0, hence we reach a contradiction by the previous equation.
Since P is not a pole of h, then h−(P ) ̸= 0, and since h+(P ) = h(P )h−(P ) we get:

h(P ) = h+(P )
h−(P ) =

∑
i

χP (h(i))ui.

Proposition 3.3.19. Let h =
∑
i h(i)u

i ∈ K ′((u)) be a rational function on XL. Then, h is in
A′[[u]][u−1] if and only if all its poles reduce to ∞.

Proof. Suppose h ∈ A′[[u]][u−1] and take a pole P ∈ XL(E) of h, where E/L is a finite field extension.
Define A′′ := FE ⊗ A and K ′′ := FE ⊗K, where FE is the residue field of E, and fix a uniformizer
v of OE . The natural immersion K ′((u)) ⊆ K ′′((v)) sends h into A′′[[v]][v−1]; applying Proposition
3.3.18 to the function h, defined over the field E, redE(P ) =∞.

If vice versa h ̸∈ A′[[u]][u−1], call m the least integer such that h(m) ̸∈ A′ and set h′ :=
∑
i<m h(i)u

i.
By Lemma 3.3.16:

Div(h(m)) = Div(redu(h− h′)) = redL(Div(h− h′)),

therefore, since h(m) ̸∈ A′, h− h′ has a pole at a point P which does not reduce to ∞; on the other
hand, since h′ ∈ A′[[u]][u−1], h′ does not have a pole at P , hence P is a pole of h = (h− h′) + h′.

Corollary 3.3.20. Let h =
∑
i h(i)u

i ∈ A′[[u]][u−1] be a nonzero rational function on XL, and
suppose that the coefficients (h(i))i are all contained in some maximal ideal P < A′. Then P , as a
closed point of XL, is a zero of h.

Proof. Take a point Q ∈ XL(L) with support at P . By Proposition 3.3.18, we get the identity
h(Q) =

∑
i h(i)(Q)ui = 0, hence P is a zero of h.

3.3.3 Notable divisors and convergence results

As foreshadowed by Lemma 3.3.10, in this subsection we explore the relation between Frobenius
twists, divisors, and the natural compact topology.

We also present an alternative construction of the Drinfeld divisors (see [Tha93]) from a topolog-
ical point of view.

Lemma 3.3.21 (Drinfeld’s vanishing lemma). Let E/K be a field extension, W a point in X [d](E) for
some d ≤ g, P,Q ∈ X(E). Suppose that [W −W (m)] = [P −Q], where P ̸= Q(sm) for 0 ≤ s+d ≤ 2g;
then d = g and h0(W ) = 1.

Proof. Call W0 := W and set Wi+1 = Wi + Q(im) for all i ∈ Z. Note that, since deg(Wk) = d + k,
h0(W−d−1) = 0 and h0(W2g−d−1) = g. For all i, we have the inequalities h0(Wi) ≤ h0(Wi+1) ≤
h0(Wi) + 1, so there is a least integer k ∈ [−d, 0] such that h0(Wk) = 1.

Let’s prove that for all i ∈ [−d, 2g − d− 1[, if h0(Wi) ≥ 1, then h0(Wi+1) = h0(Wi) + 1. We have
two relations:

Wi+1 = (W +Q+ · · ·+Q((i−1)m)) +Q(im) = Wi +Q(im),

Wi+1 = (W +Q(m) + · · ·+Q(im)) +Q = (W (m)
i −W (m) +W ) +Q ∼W (m)

i + P ;

they imply that H0(XE ,W
(m)
i ) ⊆ H0(XE ,Wi+1) and H0(XE ,Wi) ⊆ H0(XE ,Wi+1). To prove that

those inclusions are strict, we need that H0(XE ,Wi) ̸= H0(XE ,W
(m)
i ) as subspaces of H0(XE ,Wi+1);
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they have the same dimension because the m-th Frobenius twist induces an isomorphism between the
two vector spaces, so we just need Wi ̸∼W (m)

i , but:

Wi ̸∼W (m)
i ⇔W −W (m) ̸∼ Q(im) −Q⇔ P ̸∼ Q(im) ⇔ P ̸= Q(im),

which is implied by our hypothesis. In particular, since W2g−d−1 has degree 2g − 1, we get that

g = h0(W2g−d−1) = h0(Wk) + 2g − d− 1− k = 2g − d− k,

therefore g = d+ k; but k ≤ 0 and d ≤ g implies d = g and k = 0, therefore h0(W ) = 1.

The previous lemma ensures that if such a divisor W exists, it has no other effective divisors in
its same equivalence class. On the other hand, the existence of such W in some particular cases is
ensured by the following results.

As usual, let L be a finite field extension of K∞, with residue field FL ⊆ OL and qkL := #FL

Lemma 3.3.22. Call A0(L) the kernel of redL : A(L) → A(FL) (which is a continuous homomor-
phism). The map A(L) → A0(L) × A(FL) sending a point D to the couple (D −D(kL), redL(D)) is
an isomorphism of topological groups.

Proof. The map is obviously a continuous group homomorphism. Since domain and codomain are
both compact and Hausdorff, it’s sufficient to prove bijectivity.

On one hand, to prove injectivity, if we suppose D − D(kL) = 0 we have D ∈ A(FL), so if
redL(D) = 0 we can deduce that D = 0.

On the other hand, to prove surjectivity, we fix (D0, D̃) ∈ A0(L)×A(FL) and show that they are
the image of some D ∈ A(L). By Proposition 3.3.6 we have that the sequence (D(ikL)

0 )i converges
to redL(D0) = 0, hence by Corollary 3.1.11 the series D̃ +

∑
i≥0D

(ikL)
0 converges to some point

D ∈ A(L). Since the Frobenius twist and the reduction redL are continuous endomorphisms of A(L),
we get the following equations:

D −D(kL) = D̃ +
∑
i≥0

D
(ikL)
0 − D̃(kL) −

∑
i≥1

D
(ikL)
0 = D0; redL(D) = redL(D̃) = D̃,

hence the image of D is (D0, D̃).

From now on, given an effective divisor W ∈ X [d](K∞), we denote by J(W ) its image via the
morphism Jd : X [d] → A, i.e. the equivalence class [W − d∞] in the Jacobian (so that, for any pair
of effective divisors W and W ′ of arbitrary degree, J(W +W ′) = J(W ) + J(W ′)).

The following proposition holds (cf. [Tha93][Cor. 0.3.3, Lemma 1.1]).

Proposition 3.3.23. Fix a point D ∈ A(Fq), and let P,Q ∈ X(K∞) such that redK∞(P ) is equal to
redK∞(Q), with P ̸= Q(s) for |s| < 2g.

Then, there is a unique effective divisor W such that: [W −W (1)] = [P − Q], the reduction of
J(W ) is D, and deg(W ) ≤ g. Moreover, in retrospect, W ∈ X [g](K∞) and, if R is a point in the
support of W , R ̸∈ X(Fq).

Proof. By Lemma 3.3.22 there is an element D′ ∈ A(K∞) such that D′ − D′(1) = [P − Q] and
redK∞(D′) = D. Since the morphism Jg is surjective, there is a divisor W ∈ X [g](K∞) such that
J(W ) = D′. By Drinfeld’s vanishing lemma, there is only one divisor of degree ≤ g with the requested
properties, hence h0(W ) = 1; by Corollary 3.2.8, W is K∞-rational.
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Now, call W ′ ≤W the maximal Fq-rational effective divisor (W ′ ∈ X [d](Fq)), and call G the group
of K∞-linear field automorphisms of K∞, which acts naturally on X(K∞). Since W ∈ X [g](K∞), it
is fixed by the induced action of G; moreover, this action sends X(Fq) to itself, hence W ′ ≤W is also
fixed by G: since W ′ is both K∞-rational and Fq-rational, W ′ ∈ X [d](Fq). We have:

(W −W ′)− (W −W ′)(1) = (W −W (1)) + (W ′ −W ′(1)) = W −W (1) ∼ P −Q,

but deg(W −W ′) = g from Drinfeld’s vanishing lemma, hence d = deg(W ′) = 0.

Recall the notation of I, Ī,Ξ from the start of this section.

Lemma 3.3.24. We have the identity redK∞(Ξ) =∞ in X(K∞).

Proof. Since the image of the canonical inclusion A ↪→ K∞ is not contained in OK∞ , the
morphism Ξ : Spec(K∞) → X \ {∞} does not factor through Spec(OK∞), which means that
redK∞(Ξ) ̸∈ X(Fq) \ {∞}, so redK∞(Ξ) =∞.

Next, we construct some notable divisors.

Proposition 3.3.25. The following effective divisors of XK∞ exist and are unique:

• a divisor VĪ of degree ≤ g, such that redK∞(J(VĪ)) = J(I) and VĪ − V
(1)
Ī
∼ Ξ−∞;

• for m ≥ 1, a divisor VĪ,m of degree ≤ g, such that redK∞(J(VĪ)) = J(I) and VĪ,m − V
(1)
Ī,m
∼

Ξ(1) − Ξ(m+1);

• a divisor VĪ,∗ of degree ≤ g such that J(VĪ,∗) + J(VĪ) = 0;

• for m≫ 0, a divisor VĪ,∗,m of degree ≤ g such that J(VĪ,∗,m) + J(VĪ,m) = 0.

Moreover, in retrospect, their degree is exactly g.

Proof. Let’s first note that the divisors, if they exist, are well defined: since for all a, b ∈ A \ {0}
J(aI) = J(bI), the properties of the divisors we want to construct only depend on the ideal class
Ī ∈ Cl(A) of I.

Since redK∞(Ξ) = ∞ by Lemma 3.3.24, we can apply Proposition 3.3.23 to P = Ξ and Q = ∞
(resp. P = Ξ(1) and Q = Ξ(m+1) for m ≫ 0), so the divisor VĪ (resp. VĪ,m) exists, is unique, and is
contained in X [g](K∞).

Since Jg(K∞) : X [g](K∞) → A(K∞) is surjective, there is at least one effective divisor VĪ,∗ of
degree at most g such that J(VĪ,∗) = −J(VĪ). It has the following properties:

[VĪ,∗ − V
(1)
Ī,∗ ] = [V (1)

Ī
− VĪ ] = [∞− Ξ]; redK∞(J(VĪ,∗)) = − redK∞(J(VĪ)) = −J(I).

By Proposition 3.3.23 applied to P =∞ and Q = Ξ, VĪ,∗ is unique, K∞-rational, and of degree g.
Similarly, the existence and uniqueness of VĪ,∗,m for m≫ 0 are ensured by the following properties:

VĪ,∗,m − V
(1)
Ī,∗,m ∼ Ξ(m+1) − Ξ(1), and redK∞(J(VĪ,∗,m)) = −J(I).
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Remark 3.3.26. If we fix an inclusion H ⊆ K∞, where H is the Hilbert class field of K, the Drinfeld
divisors VĪ are actually H-rational, and the natural action of Gal(H/K) on the set {VĪ}Ī∈Cl(A) is free
and transitive (see [Hay79][Prop. 3.2, Thm. 8.5]). Call Īσ ∈ Cl(A) the element such that VĪσ = V σ

Ī
.

Since this action commutes with morphisms of schemes, for all σ ∈ Gal(H/K), for all Ī ∈ Cl(A), we
have that

[V σ
Ī,∗ − g∞] = [VĪ,∗ − g∞]σ = [g∞− VĪ ]

σ = [g∞− V σ
Ī

] = [g∞− VĪσ ] = [VĪσ ,∗ − g∞];

hence V σ
Ī,∗ = VĪσ ,∗ by Proposition 3.3.25 because of uniqueness.

Finally, we state the main result of this subsection, which is central to the proof of the main
theorems.

Proposition 3.3.27. The sequences (VĪ,m)m and (VĪ,∗,m)m converge respectively to the divisors V (1)
Ī

and V (1)
Ī,∗ in X [g](K∞).

Proof. Define U := {D ∈ X [g](K∞)|h0(D) = 1}, so that the restriction Jg(K∞)|U induces a bijection
of U with its image in A(K∞); by definition, U is the preimage of its image, hence by Lemma 3.1.7 the
restriction Jg(K∞)|U is a homeomorphism. By Proposition 3.3.25, for m≫ 0, h0(VĪ,m) = h0(V (1)

Ī
) =

1, so VĪ,m, V
(1)
Ī
∈ U , and it suffices to prove the convergence of their images in A(K∞).

If we identify A(K∞) and A(Fq)×A0(K∞) by Lemma 3.3.22, we have:

lim
m
VĪ,m = lim

m

Ä
redK∞(Jg(VĪ,m)), [VĪ,m − V

(1)
Ī,m

]
ä

= lim
m

Ä
J(I), [Ξ(1) − Ξ(m+1)]

ä
=
Ä
J(I), [Ξ(1) −∞]

ä
=
Ä
redK∞(Jg(V (1)

Ī
)), [V (1)

Ī
− V (2)

Ī
]
ä

= V
(1)
Ī
,

where we used that limm Ξ(m) =∞ in X(K∞) by Lemma 3.3.24 and Proposition 3.3.6. Similarly, for
the other statement, it suffices to prove that the sequence (J(VĪ,m,∗))m converges to J(V (1)

Ī,∗ ), which

is obvious because J(V (1)
Ī,∗ ) = −J(V (1)

Ī
) and J(VĪ,m,∗) = −J(VĪ,m) for all m≫ 0.
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Chapter 4

Pellarin-type identities in Drinfeld
A-modules of rank 1

We adopt the notation of the previous chapter, and consider the degree map deg : A → Z and the
norm ∥ · ∥ : C∞ → R>0 as defined in Section 1.3. We also assume ∞ ∈ X to be Fq-rational.

Pellarin’s zeta function, first introduced in [Pel12] in the case A = Fq[θ], is defined as the following
series:

ζA := −
∑
a∈A

a−1 ⊗ a ∈ C∞⊗̂A.

As we explained in the introduction, Pellarin proved in his original article that the product of ζA with
the Anderson–Thakur special function is a rational function on P1

C∞ , and this rationality was also
proved by Green and Papanikolas when X is an elliptic curve in [GP18]. Theorem 4.3.32 generalizes
this result to curves of arbitrary genus.

Let’s give an intuitive explanation on why we should expect a similar theorem to hold. On one
hand, given a Drinfeld module (Ga, ϕ), the defining property of a special function ω ∈ C∞⊗̂A is that

ω(1) = fω,

where f is the shtuka function relative to ϕ, with divisor V (1) − V + Ξ−∞ (recall Proposition 2.3.1
and Remark 2.3.2). This property suggests that we could define a special function ω as an infinite
product similar to

ω =
(∏
i≥0

f (i)

)−1

;

with some adjustments, we prove a similar formula in Theorem 4.2.6 and Theorem 4.3.29. Using this
formula we can compute a formal divisor of ω outside the point at ∞ (which we temporarily denote
by Div′) in the following way:

Div′(ω) = − lim
k

Div′

(
k−1∏
i≥0

f (i)

)
= − lim

k
(V (k)−V + Ξ + · · ·+ Ξ(k−1)) = V − lim

k
V (k)−Ξ−Ξ(1)− . . . .

On the other hand, Pellarin’s zeta ζA ∈ C∞⊗̂A can be interpreted as a function from X(C∞) \ {∞}
to C∞, and—as proven by Chung, Ngo Dac and Pellarin in [CNP23]—is 0 when evaluated at Ξ(n) for
all n ≥ 0. Therefore, if we could attach to ζA a formal divisor outside the point at ∞, it would be:

Div′(ζA) = W + Ξ(1) + · · ·+ Ξ(n) + . . .
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for some unknown formal divisor W , which represents the set of "nontrivial" zeros of ζA. Multiplying
with the special function ω, we obtain:

Div′(ζAω) = W + V − lim
k
V (k).

This suggests that to prove the rationality of the product ζAω we need to prove that W is a proper
divisor, or in other words that the set of "nontrivial" zeros of ζA is finite.

In this chapter we avoid the use of "formal divisors" by instead using well-behaved rational approx-
imations of the functions ω and ζA, but the reasoning we have just outlined is the guiding principle
behind the proofs of the main results.

4.1 Pellarin zetas

Throughout this and the next sections, we fix a uniformizer u ∈ K of K∞ and a nonzero ideal I < A.
As in the previous section, we also call I the corresponding closed subscheme of X \ {∞}, and d its
degree. For any rational function h on XC∞ , we denote by sgn(h) the sign of h at ∞ with respect to
1⊗ u—which is a rational function on XC∞ with a zero of degree 1 at ∞—so that for all a ∈ A \ {0}
the sign sgn(1⊗ a) is equal to redu(a⊗ 1).

The following definition is a generalization of the zeta functions à la Pellarin introduced in [Pel12].

Definition 4.1.1. The (partial) Pellarin zeta relative to I is defined as the series:

ζI := −
∑

a∈I\{0}
a−1 ⊗ a ∈ K∞⊗̂A.

In this section, we first define the rational approximations {ζI,m} of ζI and compute their divisors,
following the proof of Chung, Ngo Dac and Pellarin in the case I = A (see [CNP23][Lemma 2.1]).
Afterwards, we use Proposition 3.2.9 to prove a functional identity regarding ζI in the shape of an
infinite product, i.e. Theorem 4.1.9.

A strengthening of this result (Theorem 4.3.28, stated in the introduction) is proven at the end
of Section 4.3.

4.1.1 The approximations of ζI and their divisors

For m ∈ N, call jm the least integer such that dimFq (I(≤ jm)) = h0(jm∞− I) = m + 1. We call
aI ∈ I the nonzero element with least degree (i.e. aI ∈ I(j0)) and sign 1.

Remark 4.1.2. Since deg(jm∞−I)+1−g ≤ h0(jm∞−I) ≤ deg(jm∞−I)+1, we get the inequality:

m+ d ≤ jm ≤ m+ g + d.

Moreover, for m≫ 0, the rightmost inequality becomes an equality.

Definition 4.1.3. We set for all m ≥ 0:

ζI,m := −
∑

a∈I(≤jm)\{0}
a−1 ⊗ a ∈ AK∞ .

Remark 4.1.4. The sequence ζI,m converges to ζI in K∞⊗̂A ∼= A[[u]].
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Proposition 4.1.5. The divisor of ζI,m is Ξ(1) + · · · + Ξ(m) + I + Wm − jm∞ for some effective
divisor Wm with h0(Wm) = 1. Moreover, for m≫ 0, jm = m+ g + d and Wm = VĪ,∗,m.

The following result is similar to a well known lemma (see [Gos98][Lemma 8.8.1]). We prove it in
this stronger form because of its use in Section 4.3.

Lemma 4.1.6. Call Sn,d(x1, . . . , xn) ∈ Fq[x1, . . . , xn] the sum of the d-th powers of all the homo-
geneous linear polynomials. Suppose that the coefficient of monomial xd1

1 · · ·xdn
n in the expansion of

Sn,d(x1, . . . , xn) is nonzero: then, for all 1 ≤ j ≤ n,
∑j
i=1 di ≥ qj − 1. In particular, if d < qn − 1,

Sn,d = 0.

Proof. The coefficient cd1,...,dn of the monomial xd1
1 · · ·xdn

n is:

d!
d1! · · · dn!

∑
a1,...,an∈Fq

ad1
1 · · · a

dn
n = d!

d1! · · · dn!

n∏
i=1

Ñ ∑
ai∈Fq

adi
i

é
,

where by convention we set 00 = 1. On one hand, if the multinomial coefficient d!
d1!···dn! is nonzero

in Fq, C(d) = C(d1) + · · ·+ C(dn), where we denote by C(m) the sum of the digits in base q of the
nonnegative integer m; in particular, for 1 ≤ j ≤ n this implies C(d1 + · · ·+dj) = C(d1)+ · · ·+C(dj).
On the other hand,

∑
ai∈Fq

adi
i ̸= 0 if and only if di > 0 and q − 1|di; in particular, this implies

C(di) ≥ q − 1 for all i.
If cd1,...,dn ̸= 0, for 1 ≤ j ≤ n we have:

C

(
j∑
i=1

di

)
=

j∑
i=1

C(di) ≥ (q − 1)j,

hence
∑j
i=1 di ≥ qj − 1. Applying this to j = n we get the condition d ≥ qn − 1, therefore Sn,d = 0

for all d < qn − 1.

Proof of Proposition 4.1.5. Since ζI,m is sum of elements whose divisor contains I, it’s obvious that
Div+(ζI,m) ≥ I. If we fix an Fq-basis {ai}i=0,...,m of I(≤ jm), for any positive integer k we have:

ζI,m(Ξ(k)) = −
∑

a∈I(≤jm)
aq

k−1 = −Sm+1,qk−1(a0, . . . , am),

which by Lemma 4.1.6 is zero when k ≤ m. Since the only poles are at ∞, and have multiplicity at
most jm, Div(ζI,m) = Ξ(1) + · · · + Ξ(m) + I + Wm − jm∞ for some effective divisor Wm. To study
h0(Wm), call Dn := jm∞− I −

∑n
i=1 Ξ(i) for all nonnegative integers n.

Note that, since (jm∞− I)(1) = jm∞− I, for all n ≥ 0:

H0(XK∞
, Dn+1) ⊆ H0(XK∞

, Dn),

H0(XK∞
, Dn+1) ⊆ H0(XK∞

, D(1)
n ),

H0(XK∞
, Dn) ∩H0(XK∞

, D(1)
n ) = H0(XK∞

, Dn+1).

Let’s prove that, for all n ≥ 0, if h0(Dn) ≥ 1, then h0(Dn+1) = h0(Dn) − 1. By contradiction,
assume that the set S := {n ∈ Z≥0|h0(Dn+1) = h0(Dn) > 0} is not empty. Since for k ≫ 0
h0(Dk) = 0, S admits a maximum element n; since D

(1)
n > Dn+1 and D

(1)
n > D

(1)
n+1, we have
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H0(XK∞
, D

(1)
n+1) + H0(XK∞

, Dn+1) ⊆ H0(XK∞
, D

(1)
n ); since h0(Dn+1) = h0(Dn) = h0(D(1)

n ) we get
the following identities:

H0(XK∞
, D(1)

n ) = H0(XK∞
, Dn+1) = H0(XK∞

, D
(1)
n+1)

⇒H0(XK∞
, Dn+1) = H0(XK∞

, Dn+1) ∩H0(XK∞
, D

(1)
n+1) = H0(XK∞

, Dn+2)
⇒h0(Dn+2) = h0(Dn+1).

We deduce n + 1 ∈ S, which contradicts the maximality hypothesis on n, therefore S = ∅. In
particular m ̸∈ S, and since h0(Wm) ≥ 1 and Wm ∼ Dm, we have:

h0(Wm) = h0(Dm) = h0(D0)−m = h0(jm∞− I)−m = 1.

On one hand, deg(Wm) = deg(jm∞−Ξ(1)−· · ·−Ξ(m)−I) = jm−m−d, which is ≤ g by Remark
4.1.2. On the other hand, by Lemma 3.3.10 and Proposition 3.3.16 we have:

0 ∼ Div(ζI,m)−Div(ζI,m)(1) = Ξ(1) − Ξ(m+1) +Wm −W (1)
m ,

0 ∼ Div(redu(ζI,m)) ∼ redK∞(Div(ζI,m)) = I + redK∞(Wm)− (jm −m)∞;

so [Wm−W (1)
m ] = [Ξ(m+1)−Ξ(1)], and redK∞(J(Wm)) = −J(I). Therefore, for m≫ 0, Wm = VĪ,∗,m

by Proposition 3.3.25.

4.1.2 The function ζI as an infinite product

Proposition 4.1.7. There are rational functions f ′
Ī,∗, f

′
Ī

on XK∞ with divisors VĪ,∗ − V
(1)
Ī,∗ + Ξ−∞

and V (1)
Ī
− VĪ + Ξ−∞, respectively. As elements of K((u)), we can assume f ′

Ī,∗, f
′
Ī
∈ 1 + uK[[u]].

Moreover, there is a rational function δ′
Ī

on XK∞, with divisor VĪ + VĪ,∗ − 2g∞, such that
δ′

Ī

(1)

δ′
Ī

= f ′
Ī

f ′
Ī,∗

.

Proof. From the definition of VĪ,∗, the divisor VĪ,∗− V
(1)
Ī,∗ + Ξ−∞ is principal, hence it is the divisor

of some rational function f ′
Ī,∗ on XK∞ . Moreover, by Lemma 3.3.16 we have the following identity of

divisors on X:

Div(redu(f ′
Ī,∗)) = redK∞(Div(f ′

Ī,∗)) = redK∞(VĪ,∗)− redK∞(VĪ,∗)(1),

which is the empty divisor because, since redK∞(VĪ,∗) is Fq-rational, redK∞(VĪ,∗) = redK∞(VĪ,∗)(1).
We deduce that redu(f ′

Ī,∗) ∈ Fq, hence, up to scalar multiplication, we can assume f ′
Ī,∗ = 1 + O(u).

The existence ond properties of f ′
Ī

can be proven in the same way.
Since VĪ + VĪ,∗ − 2g∞ is principal, it is the divisor of some rational function δ̃′

Ī
contained in

H0(XK∞ , 2g∞) ⊆ A[[u]][u−1], and up to scalar multiplication we can assume δ̃′
Ī

= c0 +O(u) for some
c0 ∈ A. We get:

Div(δ̃′
Ī
)(1) −Div(δ̃′

Ī
) = Div(f ′

Ī
)−Div(f ′

Ī,∗) =⇒
δ̃′
Ī

(1)

δ̃′
Ī

= λ
f ′
Ī

f ′
Ī,∗

for some λ ∈ K∞; moreover, by considering the expansion in K((u)), λ = 1 +O(u), hence it admits
a (q − 1)-th root µ ∈ OK∞ . If we set δ′

Ī
:= µ−1δ̃′

Ī
we obtain the desired equation.
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Remark 4.1.8. The choices of f ′
Ī
, f ′
Ī,∗, δ

′
Ī

are not unique.

Recall that aI ∈ I is the nonzero element of least degree and sign 1.

Theorem 4.1.9 (Weak version of Thm. 4.3.28). The product (a−1
I ⊗aI)

∏
i≥1 f

′
Ī,∗

(i) exists in OK∞⊗̂K
and is equal to (λ⊗ 1)−1ζI for some λ ∈ O×

K∞
. We can also write:

ζI = (a−1
I ⊗ aI)

∏
i≥0

Ä
(λ⊗ 1)1−qf ′

Ī,∗
(1)
ä(i)

.

Proof. Let’s identify OK∞⊗̂K with K[[u]]. By Proposition 4.1.7, f ′
Ī,∗ = 1 + O(u), hence

f ′
Ī,∗

(i) = 1 + O(uqi) for all i ≥ 0, and the convergence of the infinite product is obvious. For all
m ≥ 0:

redu(ζI,m) = redu

Ñ
−

∑
a∈I(≤jm)\{0}

a−1 ⊗ a

é
= −

∑
µ∈F×

q

redu(µaI)−1 ⊗ (µaI) = 1⊗ aI .

In particular, by Proposition 3.3.16, for m≫ 0 we have:

Div(1⊗ aI) = Div(redu(ζI,m)) = redK∞(Div(ζI,m)) = I + redK∞(VĪ,∗,m)− (g + d)∞;

since redK∞ : X [g](K∞) → X [g](K∞) is a continuous map, and the sequence (VĪ,∗,m)m converges to
VĪ,∗ in X [g](K∞) by Lemma 3.3.27, the equality passes to the limit:

redK∞(VĪ,∗) = Div(1⊗ aI) + (g + d)∞− I.

For m≫ 0 define the rational function

αm := δ′
Ī

(1) ζI,m

f ′
Ī,∗

(1) · · · f ′
Ī,∗

(m)

and consider its divisor:

Div(αm) = I + V
(m+1)
Ī,∗ + VĪ,∗,m + V

(1)
Ī
− (3g + d)∞ =⇒ αm ∈ H0(XK∞ , (3g + d)∞).

By Lemma 3.3.27, the sequence (Div(αm) + (3g + d)∞)m converges to

I + redK∞(VĪ,∗) + V
(1)
Ī,∗ + V

(1)
Ī

= (Div(1⊗ aI) + (g + d)∞) + (Div(δ′
Ī

(1)) + 2g∞)

in X [3g+d](K∞). Moreover, since the sequence (αm)m converges to δ′
Ī

(1)ζI
Ä∏

i≥1 f
′
Ī,∗

(i)ä−1
in K((u)),

by Lemma 3.3.13 the latter is an element of H0(XK∞ , (3g + d)∞). By Proposition 3.2.9, we have:

Div

Ñ
δ′
Ī

(1) ζI∏
i≥1 f

′
Ī,∗

(i)

é
= Div(lim

m
αm) = lim

m
Div(αm) = Div(1⊗ aI) + Div(δ′(1)

Ī
).

In particular, there is some λ ∈ K∞ (in retrospect in OK∞) such that:

ζI = (λ⊗ 1)(a−1
I ⊗ aI)

∏
i≥1

f ′
Ī,∗

(i)
.
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As elements of K((u)), ζI(aI ⊗ a−1
I ) = 1 + O(u), and f ′

Ī,∗
(i) = 1 + O(u) for all i ≥ 0, hence

λ⊗1 = 1+uFq[[u]] ⊆ Fq((u)). In particular, the infinite product
∏
i≥0(λ1−q⊗1)qi converges in Fq[[u]]

to λ⊗ 1, so we deduce the following rearrangement:

ζI = (a−1
I ⊗ aI)

∏
i≥0

Ä
(λ1−q ⊗ 1)f ′

Ī,∗
(1)
ä(i)

.

Definition 4.1.10. Define the functions fĪ , fĪ,∗, δĪ respectively as the unique scalar multiples of the
functions f ′

Ī
.f ′
Ī,∗, δ

′
Ī

such that sgn(fĪ) = sgn(fĪ,∗) = sgn(δĪ) = 1.
We call {fĪ}Ī∈Cl(A) the shtuka functions and {fĪ,∗}Ī∈Cl(A) the adjoint shtuka functions.

Remark 4.1.11. We have the equality δ
(1)
Ī
δĪ

= fĪ
fĪ,∗

, since both sides have the same divisor and the
same sign.

Example 4.1.12. Let’s provide some insight on the adjoint shtuka functions in the low genus cases.
If g = 0, i.e. A = Fq[θ], there is only one ideal class Ā, and the divisors VĀ and VĀ,∗ have degree

0: in particular, Div(f∗) = Ξ−∞ = Div(f), hence f∗ = f = 1⊗ θ − θ ⊗ 1, which is in AK∞ .
If g = 1, i.e. X is an elliptic curve, VĪ and VĪ,∗ have degree 1, and since the divisor of δĪ

is VĪ + VĪ,∗ − 2∞ ∼ 0, VĪ,∗ is the inverse of VĪ with respect to the group operation on X(K∞).
Suppose that we can fix an isomorphism A ∼= Fq[x, y]/(y2 − P (x)) with deg(P ) = 3. If VĪ ∈ X(K∞)
corresponds to the map (x, y) 7→ (a, b) for some a, b ∈ K∞, then VĪ,∗ ∈ X(K∞) corresponds to the
map (x, y) 7→ (a,−b), and assuming sgn(x) = 1 we can write δĪ = 1⊗ x− a⊗ 1 ∈ AK∞ , hence:

fĪ,∗ = fĪ
1⊗ x− a⊗ 1
1⊗ x− aq ⊗ 1 .

Interestingly, this function does appear in the article [GP18] by Green and Papanikolas (specifically,
in Lemma 7.12, as the function "Γ"), but they don’t take notice of its symmetry with the shtuka
function.

Remark 4.1.13. The functions {fĪ , fĪ,∗, δĪ}Ī∈Cl(A) all have sign equal to 1, and the positive and
negative components of all their divisors are H-rational by Remark 3.3.26, so all these functions are
in Frac(AH). From Remark 3.3.26 we also know that, for all Ī ∈ Cl(A), σ ∈ G(H/K) ∼= Cl(A):

Div(fσ
Ī

) = Div(fĪ)
σ =

Ä
V

(1)
Ī

äσ
− V σ

Ī
+ Ξ−∞ = V

(1)
Īσ − VĪσ + Ξ−∞ = Div(fĪσ ),

and since both functions have sign equal to 1 we get fσ
Ī

= fĪσ . Similarly, fσ
Ī,∗ = fĪσ ,∗ and δσ

Ī
= δĪσ .

Corollary 4.1.14. There is γI ∈ C∞, unique up to a factor in F×
q , such that:

((γI ⊗ 1)ζI)(−1)

(γI ⊗ 1)ζI
= fĪ,∗.

Furthermore, since fĪ,∗, ζI ∈ K((u)), γq−1
I ∈ K∞.
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4.2 The module of special functions
Fix an ideal I < A. By the shtuka correspondence (see [Tha93], [Gos98][Section 6.2]), we can associate
a normalized Drinfeld module (Ga, ϕ) of rank 1 to the shtuka function fĪ , with the property that, for
all a ∈ A, the leading term of ϕa is sgn(a)τdeg(a). From now on, with slight abuse of notation, we
write ϕ for this Drinfeld module.

In this section, we use Theorem 4.1.9 (in its partial version) to describe somewhat explicitly the
module of special functions relative to ϕ.

Set ζ := (γI ⊗ 1)ζI , with γI defined as in Corollary 4.1.14, so that ζ(−1) = fĪ,∗ζ.

Theorem 4.2.1 (Weak version of Theorem 4.3.32). The A-module Sfϕ(A) coincides with
(Fq ⊗ I) δĪ

ζ(−1) .

Denote by Ω the module of Kähler differentials of A. Together with Corollary 2.2.12, this theorem
implies the following.

Corollary 4.2.2. The ideal I is isomorphic as an A-module to HomA(Ω,Λϕ).

Remark 4.2.3. In retrospect, we can define fĪ as the shtuka function of the unique normalized
Drinfeld module of rank 1 whose lattice is isomorphic to I ⊗A Ω.

Before the proof of Theorem 4.2.1, let’s state some preliminary results.

Remark 4.2.4. By Lemma 3.3.12, we know that K∞⊗̂A ∼= A[[u]][u−1]. A rational function on XK∞

is in C∞⊗̂A if and only if it’s contained in A[[u]][u−1], which by Proposition 3.3.19 happens if and
only if its poles all reduce to ∞.

Lemma 4.2.5. The subset of C∞⊗̂K fixed by the Frobenius twist is Fq ⊗K.

Proof. Fix an Fq-basis {bi}i of K: any element c ∈ C∞⊗̂K can be written in a unique way as a
possibly infinite sum

∑
i ai ⊗ bi, with ai ∈ C∞ for all i. If c = c(1), we need to have for all i the

equality aqi = ai, hence ai ∈ Fq for all i.

Proof of Theorem 4.2.1. First, let’s show that (Fq⊗K) Sfϕ(A) = (Fq⊗K) δĪ

ζ(−1) . Pick any ω ∈ Sfϕ(A);

since ω(1) = fĪω, δ(1)
Ī

= fĪ
fĪ,∗

δĪ , and ζ = 1
fĪ,∗

ζ(−1), we have:Ç
ωζ(−1)

δĪ

å(1)

= ω(1)ζ

δ
(1)
Ī

=
(fĪω)(f−1

Ī,∗ ζ
(−1))

fĪf
−1
Ī,∗ δĪ

= ωζ(−1)

δĪ
,

hence ωζ(−1)

δĪ
∈ Fq ⊗K by Lemma 4.2.5, or equivalently (Fq ⊗K)ω = (Fq ⊗K) δĪ

ζ(−1) .
We can twist both sides of last equality and multiply them by γI ⊗ 1: the thesis is now that

(1⊗ λ) δ
(1)
Ī
ζI
∈ A[[u]][u−1] if and only if λ ∈ I. By Proposition 3.3.25, for all integers m≫ 0 there is a

rational function δĪ,m on XK∞ with divisor VĪ,m + VĪ,∗,m− 2g∞. By Proposition 3.3.27 the sequence
(VĪ,m + VĪ,∗,m)m converges to V

(1)
Ī

+ V
(1)
Ī,∗ ∈ X [2g](K∞), hence by Proposition 3.2.9 we can choose

each δĪ,m so that the sequence (δĪ,m)m converges to δ(1)
Ī

in K((u)).

Suppose λ ∈ I, and consider the sequence
(

(1⊗ λ) δĪ,m

ζI,m

)
m

in K((u)), whose limit is (1 ⊗ λ) δ
(1)
Ī
ζI

.
The divisor of the m-th element of the sequence (for m≫ 0) is

VĪ,m − (Ξ(1) + · · ·+ Ξ(m))− I + (m+ d− g)∞+ Div(1⊗ λ);
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since λ ∈ I, the only poles of the function reduce to∞, hence (1⊗λ) δĪ,m

ζI,m
∈ A[[u]][u−1] by Proposition

3.3.19, and so does the limit.

Vice versa, suppose (1 ⊗ λ) δ
(1)
Ī
ζI
∈ A[[u]][u−1]. Since the coefficients of (1 ⊗ λ−1)ζI , as a series

in K((u)), are all contained in λ−1I, δ(1)
Ī

=
Å

(1⊗ λ) δ
(1)
Ī
ζI

ã (
(1⊗ λ−1)ζI

)
has all coefficients in λ−1I,

so the same is true for δĪ . If by contradiction λ ̸∈ I, there is a nonzero prime ideal P < A which
divides the fractional ideal λ−1I, hence all the coefficients of δĪ are in A ∩ λ−1I ⊆ P , which by
Corollary 3.3.20 means that P is a zero of δĪ . Since P , as a closed point of X, is Fq-rational and
Div(δĪ) = VĪ + VĪ,∗− 2g∞, this is a contradiction because, by Proposition 3.3.23, neither VĪ nor VĪ,∗
have Fq-rational points in their support.

To end this section, let’s include an analogous result to Theorem 4.1.9 for special functions.

Theorem 4.2.6. There is some α ∈ K×
∞ such that the following element of C∞⊗̂K is well defined

(up to the choice of a (q − 1)-th root of α):

ω := (α⊗ 1)
1

q−1
∏
i≥0

Å
α⊗ 1
fĪ

ã(i)
.

Moreover, ω ∈ (Fq ⊗K) Sfϕ(A).

Proof. Fix an isomorphism K∞ ∼= Fq((u)). By Proposition 4.1.7, we can choose some nonzero
α ∈ Fq((u)) such that α−1fĪ = 1 + O(u), hence the product

∏
i≥0
Ä
α⊗1
fĪ

ä(i)
converges in

K∞⊗̂K ∼= K((u)), and ω is well defined up to the choice of α
1

q−1 . We have:

ω(1)

ω
=
(

(α⊗ 1)
1

q−1
)q ∏

i≥0

Å
α⊗ 1
fĪ

ã(i+1)
(

(α⊗ 1)
1

q−1
∏
i≥0

Å
α⊗ 1
fĪ

ã(i)
)−1

= fĪ ,

so ω ∈ (Fq ⊗K) Sfϕ(A) by the same considerations expressed in the proof of Theorem 4.2.1.

Remark 4.2.7. It’s not difficult to observe that if β, γ ∈ K×
∞ are such that the infinite products

ω(β) := (β⊗ 1)
1

q−1
∏
i≥0
Ä
β⊗1
fĪ

ä(i)
and ω(γ) := (γ⊗ 1)

1
q−1

∏
i≥0
Ä
γ⊗1
fĪ

ä(i)
are well defined, ω(β) is equal

to ω(γ) up to a factor in Fq.

4.3 Relation between Pellarin zetas and period lattices

The aim of this section is to compute more explicitly the constant γI defined in Corollary 4.1.14.
To do so, we first study more in depth ζI and its coefficients as a series in K[[u]]; afterwards, we
draw a correspondence between the adjoint shtuka function fĪ,∗ introduced in Definition 4.1.10 and a
certain normalized Drinfeld module ϕ of rank 1. Let’s give the definition of the exponential function
associated to ϕ.

Definition 4.3.1. Given a Drinfeld module ϕ : A → C∞[τ ], the exponential expϕ ∈ C∞[[τ ]] is the
unique formal series such that:

• its leading term is 1;
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• for all a ∈ A, ϕa expϕ = expϕ a.

Recall that by Proposition 2.2.3, expϕ converges everywhere as a function from C∞ to itself, and
its kernel Λϕ, called period lattice, is a projective A-module of the same rank as ϕ.

Proposition (Prop. 4.3.23). The period lattice of ϕ is γ−1
I I ⊆ C∞.

Finally, we state Theorem 4.3.32 (a strengthening of Theorem 4.2.1 which properly generalizes
[GP18][Thm. 7.1]) and Theorem 4.3.28 (a strengthening of Theorem 4.1.9).

4.3.1 Evaluations of the Pellarin zetas

The aim of this subsection, expressed in the following proposition, is to show that there is a well
behaved notion of evaluation for the Pellarin zeta ζI at any point P ∈ X(C∞) \ {∞}. In other words,
we prove that ζI is an entire function over X(C∞)\{∞}, as proven by Chung, Ngo Dac, and Pellarin
in the case I = A ([CNP23][Lemma 1.1]).

From now on, for any series s ∈ K[[u
1

qn ]][u−1] for some n, we denote by s(i) the coefficient of ui,
and by v(s) the least element in 1

qn Z such that s(v(s)) ̸= 0. By v we also denote the valuation on C∞
with the property v(u) = 1. Finally, recall that d is defined as the degree of the ideal I.

Proposition 4.3.2. For any point P ∈ X(C∞) different from ∞, which corresponds to a morphism
of Fq-algebras χP : A→ C∞, the sequence (ζI,m(P ))m and the series

∑
i≥0 χP

(
(ζI)(i)

)
ui converge to

the same element of C∞.

To prove the proposition, we first need some results on the coefficients
(
(ζI)(i)

)
i
.

Lemma 4.3.3. For all integers i ≥ 0, we have deg((ζI,m)(i)) ≤ logq(i+ 1) + g + d+ 1 for m ≥ 0.

Proof. Recall the definition of jm, and that m + d + 1 ≤ jm ≤ m + g + d, from Remark 4.1.2.
The coefficients of ζI,0 have degree j0 ≤ g + d, so the lemma holds for m = 0. Since v(ζI,m) = j0
for all m ≥ 0, the coefficient (ζI,m)(0), is nonzero if and only if I = A; in that case, it’s equal to∑
a∈F×

q
a−1⊗a = −1, and its valuation is 0, so the lemma also holds for i = 0. Let’s prove the lemma

for i ≥ 1, m ≥ 1.
We claim that it suffices to prove the following inequality, for all m ≥ 1:

v

Ñ
−

∑
a∈I(jm)

a−1 ⊗ a

é
= v(ζI,m − ζI,m−1) ≥ qm−1.

If the inequality is true for m ≥ 1, fix i > 0, and set n := ⌊logq(i)⌋+ 1, so that qn−1 ≤ i < qn; then,
for m ≥ n:

deg((ζI,m)(i)) = deg

ÑÇ
m∑
k=0

ζI,k − ζI,k−1

å
(i)

é
= deg

ÑÇ
n∑
k=0

ζI,k − ζI,k−1

å
(i)

é
≤ jn,

which is at most n+ g + d = ⌊logq(i)⌋+ g + d+ 1 ≤ logq(i+ 1) + g + d+ 1.
The argument that follows is similar to that of [CNP23][Thm. 2.4]. Recall that by Proposition

4.1.5, for all m ≥ 0:
Div(ζI,m) = Ξ(1) + · · ·+ Ξ(m) + I +Wm − jm∞
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for some effective divisor Wm with h0(Wm) = 1. On one hand, for m ≥ 1, ζI,m − ζI,m−1 has only
one pole, of degree at most jm, at ∞, and has I and Ξ(1), . . . ,Ξ(m−1) among its zeroes; moreover,
ζI,m(Ξ)− ζI,m−1(Ξ) = 1− 1 = 0. On the other hand, since

1 = h0(Wm) = h0(jm∞− I − Ξ− · · · − Ξ(m−1)) = h0(jm∞− I − Ξ(1) − · · · − Ξ(m)),

the remaining set of zeroes coincides with the divisor W (−1)
m , hence ζI,m − ζI,m−1 = (λ⊗ 1)ζ(−1)

I,m for
some λ ∈ K∞. Since

Ä
ζ

(−1)
I,m

ä
(Ξ(−1)) = (ζI,m(Ξ))

1
q = 1, we get λ = (ζI,m − ζI,m−1)(Ξ(−1)).

If we fix b ∈ I(jm) with sgn(b) = 1, we get the following:Ä
(ζI,m − ζI,m−1)(Ξ(−1))

äq
= −

∑
a∈I(jm)

a1−q = −
∑

a∈I(jm)
sgn(a)=1

a1−q =
∑

c∈I(<jm)
(b+ c)1−q

=b1−q ∑
c∈I(<jm)

∑
i≥0

Ç
1− q
i

å
ci

bi
= b1−q ∑

i≥0
b−i
Ç

1− q
i

å ∑
c∈I(<jm)

ci.

On the other hand, if we fix a basis {ai}i=1,...,m of I(< jm), by Lemma 4.1.6, we have:∑
c∈I(<jm)

ci = Sm,i(a1, . . . , am) = 0 ∀i < qm − 1.

As elements of OK∞
∼= Fq[[u]] ⊆ K[[u]], v

(
c
b

)
≥ 1 for all c ∈ I(< jm), and v(b−1) = jm, so we get:

q · v
Ä
(ζI,m − ζI,m−1)(Ξ(−1))

ä
= (1− q)v(b) + v

Ñ ∑
i≥qm−1

Ç
1− q
i

å ∑
c∈I(<jm)

(c
b

)ié
≥(1− q)v(b) + min

c∈I(<jm)
i≥qm−1

{
i · v

(c
b

)}
≥ jm(q − 1) + qm − 1.

Since ζ(−1)
I,m ∈ K[[u

1
q ]], we deduce that, for m ≥ 1:

v (ζI,m − ζI,m−1) = v
ÄÄ

(ζI,m − ζI,m−1)(Ξ(−1))⊗ 1
ä
ζ

(−1)
I,m

ä
≥ jm

q − 1
q

+ qm−1 − 1
q
≥ qm−1.

Remark 4.3.4. The previous proof makes use of the fact that I(m) is an Fq-vector space of dimension
1 for m≫ 0, which is not true if we do not assume ∞ to be Fq-rational.

Lemma 4.3.5. Fix a point P ∈ X(C∞) \ {∞}, corresponding to a map χP : A → C∞. There is a
nonnegative real constant kP such that v(χP (a)) ≥ −kP deg(a) for all a ∈ A.

Proof. Since A is a finitely generated Fq-algebra, we can pick elements a1, . . . , an ∈ A such that their
finite products generate A as an Fq-vector space. Without loss of generality, deg(ai) > 0 for all i and
we can define the following nonnegative real number:

kP := max
ß

0, max
1≤i≤n

ß−v(χP (ai))
deg(ai)

™™
,
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so that v(χP (ai)) ≥ −kP deg(ai) for all i. Given a nonzero a ∈ A, we prove by induction on deg(a)
that v(χP (a)) ≥ −kP deg(a).

If deg(a) = 0, i.e. a ∈ Fq, the claim is trivially true. If deg(a) > 0 there is a product a′ := λ
∏
i a
ei
i ,

with λ ∈ Fq, of the same degree and sign, hence deg(a− a′) < deg(a). We have:

v(χP (a− a′)) ≥ −kP deg(a− a′) ≥ −kP deg(a) by inductive hypothesis, since kP ≥ 0;
v(χP (a′)) =

∑
i

ei · v(χP (ai)) ≥ −kP
∑
i

ei · deg(ai) = −kP deg(a′) = −kP deg(a).

Hence, v(χP (a)) ≥ min{v(χP (a′)), v(χP (a− a′))} ≥ −kP deg(a).

From the previous lemmas we can deduce the following.

Lemma 4.3.6. For all k ≥ 0, for all i ∈ 1
qk N, deg((ζ(−k)

I )(i)) ≤ logq(i+ 1) + k + g + d+ 1. For all
points P ∈ X(C∞) \ {∞}, corresponding to maps χP : A → C∞, for all k ≥ 0, the following series
converges: ∑

i≥0
χP
Ä
(ζ(−k)
I )(i)

ä
ui.

Proof. The first part of the statement for k = 0 follows from the inequality of Lemma 4.3.3, using
the fact that for all i the sequence ((ζI,m)(i))m is eventually equal to (ζI)(i). For k > 0 and i ∈ 1

qk N,
we get:

deg
Ä
(ζ(−k)
I )(i)

ä
= deg

Ä
(ζI)(iqk)

ä
≤ logq(iqk + 1) + g + d+ 1 ≤ logq(i+ 1) + k + g + d+ 1.

Let’s define kP as in Lemma 4.3.5. Then, for all i > 0 we have:

v
Ä
χP
Ä
(ζ(−k)
I )(i)

ä
ui
ä
≥ −kP deg

Ä
(ζ(−k)
I )(i)

ä
+ i ≥ i− kP logq(i+ 1)− kP (k + g + d+ 1),

which tends to infinity for i→∞, proving the convergence of
∑
i≥0 χP

Ä
(ζ(−k)
I )(i)

ä
ui.

Finally we can prove Proposition 4.3.2.

Proof of Proposition 4.3.2. Define kP as in Lemma 4.3.5. For m ≥ 0, by Lemma 4.3.3 we have:

v(ζI − ζI,m) = v

( ∑
m′≥m

ζI,m′+1 − ζI,m′

)
≥ min

m′≥m
v
(
ζI,m′+1 − ζI,m′

)
≥ qm.

For all i ≥ qm, by Lemma 4.3.6, we have:

deg
(
(ζI − ζI,m)(i)

)
≤ max

{
deg

(
(ζI)(i)

)
,deg

(
(ζI,m)(i)

)}
≤ max{logq(i+ 1) + g + d+ 1, jm} = logq(i+ 1) + g + d+ 1,

since jm ≤ m+ g + d+ 1 and m ≤ logq(i+ 1). In particular:

v

Ç∑
i

χP
(
(ζI − ζI,m)(i)

)
ui
å

= v

( ∑
i≥qm

χP
(
(ζI − ζI,m)(i)

)
ui

)
≥ min

i≥qm

{
i− kP · deg

(
(ζI − ζI,m)(i)

)}
≥ min

i≥qm

{
i− kP (logq(i+ 1) + g + d+ 1)

}
,
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which tends to infinity for m → ∞. By Proposition 3.3.17, ζI,m(P ) =
∑
i χP

(
(ζI,m)(i)

)
ui, hence we

get that

lim
m
ζI,m(P )−

∑
i≥0

χP
(
(ζI)(i)

)
ui = lim

m

Ç∑
i

χP
(
(ζI,m − ζ)(i)

)
ui
å

= 0.

Definition 4.3.7. We define the evaluation of ζI at P as ζI(P ) :=
∑
i(ζI)(i)(P )ui.

Corollary 4.3.8. For all i ≥ 1, we have ζI(Ξ(i)) = 0. Similarly, for all k ≥ 0, for all i ≥ 1,∑
j χΞ(i−k)((ζ(−k)

I )(j))uj = 0 (where j varies in 1
qk N).

Proof. For the first identity we use that, for all i ≥ 1, ζI,m(Ξ(i)) = 0 for m ≫ 0. For the second
identity, note that Ö ∑

j∈ 1
qk N

χΞ(i−k)((ζ(−k)
I )(j))uj

èqk

=
∑
j∈N

χ
(i)
Ξ ((ζI)(j))uj = 0.

4.3.2 Adjoint Drinfeld modules and adjoint shtuka functions

From now on, in this section we use the following notation: V∗ := VĪ,∗, f∗ := fĪ,∗, ζ := (γI ⊗ 1)ζI ,
with γI defined as in Corollary 4.1.14, so that ζ(−1) = f∗ζ.

Remark 4.3.9. There is an anti-isomorphism between the noncommutative Fq-algebras C∞[[τ ]] and
C∞[[τ−1]], sending h =

∑
i hiτ

i ∈ C∞[[τ ]] to h∗ :=
∑
i τ

−ihi.

Definition 4.3.10. Let ϕ : A → C∞[τ ] be a Drinfeld module. The adjoint Drinfeld module
ϕ∗ : A→ C∞[τ−1] is the Fq-algebra homomorphism sending a ∈ A to ϕ∗

a.

Proposition 4.3.11 shows a connection between adjoint Drinfeld modules, adjoint shtuka functions,
and zeta functions, which is meant to mirror the correspondence between Drinfeld modules, shtuka
functions, and special functions (cf. [Tha93][Eq.(∗∗)], [And94][Eq.(46)]).

Afterwards, we present some basic definitions and results concerning the coefficients of exponential
and logarithmic functions (see for example [Gos98]) to prove the interesting Proposition 4.3.22. On
the surface the proposition resembles a log-algebraicity result, and could be linked to this rich branch
of research (see for example [And94], [And96], [ANT17b]); on the other hand, it encourages a greater
focus on the adjoint exponential function, whose kernel was already studied in works such as [Poon96],
and is partly carried out in the following chapter.

Proposition 4.3.11. Set sm :=
∏m−1
i=0 f

(−i)
∗ for all nonnegative integers m. The set {sm}m≥0 is a

basis of the C∞ ⊗ Fq-vector space H0(XC∞ \ {∞}, V
(1)

∗ ).
For all a ∈ A, 1 ⊗ a can be expressed as

∑deg(a)
i=0 (ai ⊗ 1)si with aq

i

i ∈ K∞, and the function
ϕ∗ : A→ C∞[τ−1] sending a to

∑
i aiτ

−i is the adjoint of a normalized Drinfeld module ϕ of rank 1.
Finally, for all a ∈ A, (ϕ∗

a ⊗ 1)(ζ) = (1⊗ a)ζ.

Proof. Since H0(XC∞ \ {∞}, V
(1)

∗ ) =
⋃
m≥0H

0(XC∞ , V
(1)

∗ + m∞), for the first part we just need to
prove that, for all m ≥ 0, sm ∈ H0(XC∞ \ {∞}, V

(1)
∗ ) and it has a pole of multiplicity exactly m at

∞; using that Div(f (−i)
∗ ) = V

(−i)
∗ − V (1−i)

∗ + Ξ(−i) −∞, we get:

Div(sm) = Div
Ç
m−1∏
i=0

f
(−i)
∗

å
= V

(1−m)
∗ − V (1)

∗ +
m−1∑
i=0

Ξ(−i) −m∞.
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If we fix a ∈ A of degree m, 1 ⊗ a ∈ H0(XC∞ , V
(1)

∗ + m∞), hence it can be expressed as a sum∑m
i=0(ai⊗1)si. Moreover, if we twist k times and evaluate at Ξ for all 0 ≤ k ≤ m we get the following

triangular system of equations in the variables (ai)i:{
a =

k∑
i=0

(
aq

k

i

k∏
j=k−i

f
(j)
∗ (Ξ)

)}
k

=⇒

aqk

k =
(

k∏
j=0

f
(j)
∗ (Ξ)

)−1(
a−

k−1∑
i=0

aq
k

i

k∏
j=k−i

f
(j)
∗ (Ξ)

)
k

.

From this system we can deduce that a0 = a and, since f (j)
∗ (Ξ) ∈ K∞ for all j ≥ 0, that aq

k

k ∈ K∞

for all k. Finally, since deg(a) = deg(sm), and sgn(f (i)
∗ ) = sgn(f∗) = 1 for all i ≥ 0, the sign of s(i)

m is
also 1 for all m, i, and we have:

sgn(a) = sgn
Ç

m∑
i=0

(aq
m

i ⊗ 1)s(m)
i

å
= sgn((aqm

m ⊗ 1)s(m)
m ) = aq

m

m sgn(s(m)
m ) = aq

m

m ,

so am = sgn(a). For all a ∈ A, write ϕ∗
a :=

∑
i aiτ

−i. Since for all k ≥ 0 and for all a ∈ A we have

ζsk = ζ(−k) and 1⊗ a = (1⊗ a)(−k) =
∑
i(a

1
qk

i ⊗ 1)s(−k)
i , we get the following equations for all k ≥ 0

and a, b ∈ A:

(1⊗ a)ζ(−k) =
∑
i

(a
1

qk

i ⊗ 1)(siζ)(−k) =
∑
i

(a
1

qk

i ⊗ 1)ζ(−k−i) = τ−k ◦ (ϕ∗
a ⊗ 1)(ζ);

(ϕ∗
ab ⊗ 1)(ζ) = (1⊗ a) ((1⊗ b)ζ) = (1⊗ a) ((ϕ∗

b ⊗ 1)(ζ))
= (ϕ∗

b ⊗ 1) ((1⊗ a)ζ) = (ϕ∗
b ⊗ 1) ((ϕ∗

a ⊗ 1)(ζ)) = (ϕ∗
bϕ

∗
a ⊗ 1)(ζ).

Since the elements (ζ(−i))i≥0 = (ζsi)i≥0 are all C∞ ⊗ Fq-linearly independent, we have the equality
ϕ∗
ab = ϕ∗

b ◦ ϕ∗
a. Together with the fact that deg(ϕ∗

a) = deg(a) and adeg(a) = sgn(a), this means that
the function ϕ := (ϕ∗)∗ : A→ K∞[τ ] is a normalized Drinfeld module of rank 1.

Definition 4.3.12. Let ϕ∗, f∗ be as in the previous proposition. Then f∗ is said to be the adjoint
shtuka function associated to ϕ.

From this point onwards, ϕ and ϕ∗ are defined as in Proposition 4.3.11.

Definition 4.3.13. We choose a nonzero element of least norm π̃ϕ ∈ Λϕ, and we call it the funda-
mental period of Λϕ. We denote by Λ := π̃−1

ϕ Λϕ.

Remark 4.3.14. Our choice of π̃ϕ is determined up to a factor in F×
q .

Since rk(Λϕ) = 1, all elements of Λϕ are of the form cπ̃ϕ for some c ∈ K; in particular, Λ ⊆ K is
a fractional ideal.

More precisely, Λ ⊆ K is the unique fractional ideal isomorphic to Λϕ such that its nonzero
elements of least norm are the constant functions F×

q .

Let’s denote by expϕ =
∑
i eiτ

i ∈ C∞[[τ ]] the exponential function associated to ϕ. We define its
adjoint as exp∗

ϕ :=
∑
i τ

−iei ∈ C∞[[τ−1]].



58 CHAPTER 4. PELLARIN-TYPE IDENTITIES IN DRINFELD A-MODULES OF RANK 1

Remark 4.3.15. Since expϕ ◦(aτ0) = ϕa◦expϕ for all a ∈ A, we easily deduce the following identities
in C∞[[τ−1]] for all a ∈ A:

a exp∗
ϕ = exp∗

ϕ ◦ϕ∗
a.

Remark 4.3.16. If we write ϕa =
∑
j ajτ

j ∈ H[τ ] for some a ∈ A \ Fq (with a0 = a), the equation
expϕ ◦(aτ0) = ϕa ◦ expϕ becomes:

∑
k

(ekaq
k)τk =

∑
k

( ∑
i+j=k

aje
qj

i

)
τk ⇒ ek(aq

k − a) =
k−1∑
i=0

ak−ie
qk−i

i .

Since e0 = 1, we get that ek ∈ H for all k ≥ 0 by induction.

Definition 4.3.17. For any projective A-submodule L ⊆ C∞ of finite rank, we define, for all k ≥ 1:

Sk(L) :=
∑

λ1,...,λk∈L\{0}
i ̸=j⇒λi ̸=λj

(λ1 · · ·λk)−1; Pk(L) :=
∑

λ∈L\{0}
λ−k.

We also set S0(L) := 1 and P0(L) := −1.

Remark 4.3.18. The infinite product expL(x) := x
∏
λ∈L\{0}

(
1− x

λ

)
converges in C∞[[x]] (see e.g.

[Gos98][Section 4.2]), by absolute convergence we can expand the product and rearrange the terms of
the series, so we get expL(x) =

∑
i≥0 Si(L)xi+1; in particular, if i+ 1 is not a power of q, Si(L) = 0.

Remark 4.3.19. Note that in the summation that defines Sqi−1(π̃ϕΛ) there is a unique summand
of greatest norm, given by the inverse of the product of the qi − 1 nonzero elements of lower norm
of π̃ϕΛ. Since the elements of F×

q are the nonzero elements of lowest degree of Λ, this product has
valuation at least:

i−1∑
j=0

(qj+1 − qj)(j + v(π̃ϕ)) = iqi −

(
i−1∑
j=0

qj

)
+ qiv(π̃ϕ) ≥ (i− 1 + v(π̃ϕ))qi.

In particular, since limi v
(
eq

−i

i

)
= limi

1
qi v
(
Sqi−1(π̃ϕΛ)

)
= ∞, expϕ : C∞ → C∞ is an entire

function with an infinite radius of convergence, which is well known, and exp∗
ϕ : C∞ → C∞, while not

being a power series, is continuous, converges everywhere, and sends 0 to 0 (see also [Poon96][Prop.
1]); moreover, limz→0 exp∗

ϕ(z)z−1 = 1.

Remark 4.3.20. Since expϕ and exp∗
ϕ are continuous Fq-linear endomorphisms of C∞, they can be

extended uniquely to continuous Fq ⊗K-linear endomorphisms of C∞⊗̂K.

The following is a well known lemma (see [Gek88][Eqq. 2.8,2.9]).

Lemma 4.3.21. For any projective A-submodule L ⊆ C∞, the inverse of expL, denoted by logL, is
−

∑
i Pqi−1(L)τ i.

Proof. For all i ≥ 1, −iSi(L) =
∑i−1
j=0(−1)i−jSj(L)Pi−j(L) by Newton’s identities. Setting i = qk − 1

with k ≥ 1, since Sj(L) = 0 if j + 1 is not a power of q, we get:

Sqk−1(L) =
k−1∑
j=0

Sqj−1(L)Pqk−qj (L) =
k−1∑
j=0

Sqj−1(L)(Pqk−j−1(L))qj
.
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In particular:

expL ◦
(
−

∑
i≥0

Pqi−1(L)τ i
)

=
∑
k≥0

(
−

k∑
j=0

Sqj−1(L)(Pqk−j−1(L))qj

)
τk

= −S0(L)P0(L) = 1.

The uniqueness of right inverses proves the thesis.

Proposition 4.3.22. The following functional identity holds in C∞⊗̂K:

exp∗
ϕ(ζ) = 0.

Proof. By Remark 4.3.15, for all a ∈ A we have exp∗
ϕ ◦ϕ∗

a = (a⊗1) exp∗
ϕ as endomorphisms of C∞⊗̂K;

by Proposition 4.3.11, ϕ∗
a(ζ) = (1⊗ a)ζ . Hence, for all a ∈ A:

0 = exp∗
ϕ(0) = exp∗

ϕ(ϕ∗
a(ζ)− (1⊗ a)ζ) = (a⊗ 1− 1⊗ a) exp∗

ϕ(ζ).

For a ̸∈ Fq, a⊗1−1⊗a is invertible in C∞⊗̂K, with inverse
∑
i≥0 a

−i−1⊗ai, so we get the thesis.

4.3.3 The fundamental period π̃ϕ

Finally, in this subsection we are able to link the zeta function ζI and the fundamental period π̃ϕ.
Fix an element aI ∈ I \ {0} of least degree.

Proposition 4.3.23. The A-modules a−1
I I and Λ coincide as submodules of C∞.

Proof. Since the nonzero elements of least degree of both a−1
I I and Λ are F×

q , it suffices to show that
I and Λ are isomorphic. Let’s first give an intuitive rundown of the proof.

For all n ≥ 0, for all k ≥ 0, if n < k then ζ(−k)(Ξ(−n)) = (ζ(Ξ(k−n)))
1

qk = 0 by Corollary 4.3.8,
while if n ≥ k then:

ζ(−k)(Ξ(−n)) =γ
1

qk

I ζ
(−k)
I (Ξ(−n)) = −γ

1
qk

I

∑
a∈I\{0}

a
1

qn − 1
qk

=−

Ñ
γI

∑
a∈I\{0}

Å
a

γI

ã1−qn−k
é 1

qn

= −
(
γIPqn−k−1(γ−1

I I)
) 1

qn .

Since exp∗
ϕ(ζ) = 0 by Proposition 4.3.22, evaluating exp∗

ϕ(ζ) at Ξ(−n) we should get:

0 = exp∗
ϕ(ζ)(Ξ(−n)) =

∑
k≥0

Sqk−1(Λϕ)
1

qk ζ(−k)(Ξ(−n))

=
∑
k≥0

Sqk−1(Λϕ)
1

qk γ
1

qk

I ζ
(−k)
I (Ξ(−n))

= −
n∑
k=0

Sqk−1(Λϕ)
1

qk
(
γIPqn−k−1(γ−1

I I)
) 1

qn

= −
(
γI

∑
0≤k≤n

Pqn−k−1(γ−1
I I)Sqk−1(Λϕ)qn−k

) 1
qn

,



60 CHAPTER 4. PELLARIN-TYPE IDENTITIES IN DRINFELD A-MODULES OF RANK 1

which by Lemma 4.3.21 implies that logγ−1
I I ◦ expϕ = 1. In particular, expϕ = expγ−1

I I , therefore
their zero loci are the same, which means that γ−1

I I = Λϕ = π̃ϕΛ.
The previous reasoning is not rigorous only when it assumes that evaluation at Ξ(−n) commutes

with the expansion of exp∗
ϕ(ζ), therefore to prove the theorem it suffices to show the following identity:

n∑
k=0

(Sqk−1(Λϕ)γI)
1

qk ζ
(−k)
I (Ξ(−n)) = 0.

For all k ∈ N, set ck := (Sqk−1(π̃ϕΛ)γI)
1

qk ; by Remark 4.3.16 and Corollary 4.1.14, ck ∈ Fq((u
1

qk )).
For all k ≤ m we can write the following:

ck =
∑

i∈ 1
qm Z

λk,iu
i ∈ Fq

((
u

1
qm

))
with λk,i ∈ Fq

ζ
(−k)
I =

∑
i∈ 1

qk Z

Ä
ζ

(−k)
I

ä
(i)
ui ∈ K

((
u

1
qm

))
with

Ä
ζ(−k)

ä
(i)
∈ K.

By Lemma 4.3.6 and Remark 4.3.19 respectively, we have the following inequalities for all i ∈ 1
qk N,

for all k ∈ N:

deg
Ä
(ζ(−k)
I )(i)

ä
≤ logq(i+ 1) + k + g + d+ 1,

v (ck) ≥ k − 1 + v(π̃ϕ) + min({v(γI), 0}) =: k′.

Fix a positive integer n. Since exp∗
ϕ(ζ) = 0, for any arbitrarily large N we can choose a positive

integer m ≥ n such that v
Ä∑m

k=0 ckζ
(−k)
I

ä
≥ N .

Let’s rearrange
∑m
k=0 ckζ

(−k)
I , with the indexes i and j varying in 1

qm Z:
m∑
k=0

∑
j≥k′

λk,jζ
(−k)
I uj =

m∑
k=0

∑
j≥k′

λk,j
∑
i≥0

Ä
ζ

(−k)
I

ä
(i)
ui+j

=
∑
i≥0

(
m∑
k=0

i∑
j=k′

λk,j
Ä
ζ

(−k)
I

ä
(i−j)

)
ui.

Since v
Ä∑m

k=0 ckζ
(−k)
I

ä
≥ N , we get that, for i ∈ 1

qm Z and i < N :

m∑
k=0

i∑
j=k′

λk,j
Ä
ζ

(−k)
I

ä
(i−j)

= 0.

Using this result and Lemma 4.3.6, the evaluation
∑m
k=0 ckζ

(−k)
I (Ξ(−n)) can be rearranged as follows:

m∑
k=0

∑
j≥k′

λk,jζ
(−k)
I (Ξ(−n))uj =

m∑
k=0

∑
j≥k′

λk,j
∑
i≥0

Ä
ζ

(−k)
I

ä
(i)

(Ξ(−n))ui+j

=
∑
i≥0

(
m∑
k=0

i∑
j=k′

λk,j
Ä
ζ

(−k)
I

ä
(i−j)

)
(Ξ(−n))ui

=
∑
i≥N

(
m∑
k=0

i∑
j=k′

λk,j
Ä
ζ

(−k)
I

ä
(i−j)

)
(Ξ(−n))ui.
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For i − j, k ≥ 0, since j ≥ k′ ≥ v(π̃) + min({v(γI), 0}) − 1, and since logq(x) ≤ x for all x > 0,
deg

Ä
(ζ(−k)
I )(i−j)

ä
is bounded from above by:

logq(i− j + 1) + k + g + d+ 1 ≤ i+ k + g + d+ 3− v(π̃)−min({v(γI), 0}) =: i+ C,

so each summand has valuation at least i − i+C
qn ≥ N − N+C

qn , which tends to infinity as N tends to
infinity. Since m = m(N) depends on N and tends to infinity as N does, we have:

0 = lim
N→∞

m(N)∑
k=0

ckζ
(−k)
I (Ξ(−n)) = lim

m→∞

m∑
k=0

ckζ
(−k)
I (Ξ(−n)) =

n∑
k=0

ckζ
(−k)
I (Ξ(−n)),

where we used that ζ(−k)
I (Ξ(−n)) = 0 for k > n by Corollary 4.3.8. This concludes the proof.

Proposition 4.3.24. The following identity holds in C∞⊗̂K:Ä
(aI π̃−1

ϕ ⊗ 1)ζI
ä(−1)

(aI π̃−1
ϕ ⊗ 1)ζI

= f∗,

Proof. From the definition of γI we have ζI

ζ
(1)
I

= (γI ⊗ 1)q−1f
(1)
∗ . Since Λ = a−1

I I and π̃Λ = γ−1
I I, we

deduce γI = aI
π̃ up to a factor in F×

q .

We deduce the following well-known result (see e.g. [Gos98][Section 7.10]).

Corollary 4.3.25. The element π̃q−1
ϕ is contained in K∞.

It’s possible to use the expansion of the series z
expϕ(z) ∈ C∞[[z]] to prove that the Goss zeta value∑

a∈A a
−s ∈ C∞ belongs to π̃sϕ ·H for all positive s multiples of q − 1 (see [Gos98][Thm. 8.18.3]). As

a corollary of Proposition 4.3.24, we can recover this well-known theorem in an alternative way for
the partial zeta ζI when s = qk − 1 for some positive integer k.

Corollary 4.3.26. For all positive integers k there is some α ∈ H× such that:∑
a∈I\{0}

a1−qk = π̃q
k−1
ϕ α

Proof. First, note that the left hand side is equal to ζ
(k)
I (Ξ) (and in particular is nonzero). Let’s

prove by induction on k that ζ(k)
I (Ξ) ∈ π̃q

k

ϕ ·H for all k ≥ 0.
For k = 0 the result is trivial, since ζI(Ξ) = −1.
Let’s now suppose the result holds for some k ≥ 0. Let’s twist by k+1 the identity in Proposition

4.3.24: Ä
(aI π̃−1

ϕ ⊗ 1)ζI
ä(k)Ä

(aI π̃−1
ϕ ⊗ 1)ζI

ä(k+1) = f
(k+1)
∗ ;

since numerator and denominator on the left hand side, if evaluated at Ξ, are nonzero, the same holds
for f (k+1)

∗ , and since the latter is a rational function on XH , we obtain:

(aI π̃−1
ϕ )qk ∑

a∈I\{0} a
1−qk

(aI π̃−1
ϕ )qk+1 ∑

a∈I\{0} a
1−qk+1 =

Ä
(aI π̃−1

ϕ ⊗ 1)ζI
ä(k)Ä

(aI π̃−1
ϕ ⊗ 1)ζI

ä(k+1) (Ξ) = f
(k+1)
∗ (Ξ) ∈ H×,
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hence by inductive hypothesis we have:

(aI π̃−1
ϕ )qk+1

ζ
(k+1)
I (Ξ) ∈ H×.

Equivalently to Proposition 4.3.24, we can say that (aI π̃−1
ϕ ⊗ 1)ζI ∈ C∞⊗̂A is an eigenvector for

the dual Drinfeld module ϕ∗, in the following sense.

Theorem 4.3.27. The following identity holds in C∞⊗̂A for all a ∈ A:

ϕ∗
a

Ä
(aI π̃−1

ϕ ⊗ 1)ζI
ä

= (1⊗ a)(aI π̃−1
ϕ ⊗ 1)ζI .

Proof. By Proposition 4.3.11, for all a ∈ A, (1⊗ a)ζ = ϕ∗
a(ζ), where ζ = (γI ⊗ 1)ζI = (aI π̃−1 ⊗ 1)ζI

up to a factor in F×
q .

The interpretation of (aI π̃−1
ϕ ⊗ 1)ζI as an eigenvector for ϕ∗ is the starting point of the next

chapters.
We can finally state and prove a strengthening of Theorem 4.1.9 and Theorem 4.2.6.

Theorem 4.3.28. The following product expansion converges in K∞⊗̂K and is equal to ζI :

(a−1
I ⊗ aI)

∏
i≥0

Ä
(π̃1−q
ϕ ⊗ 1)f (1)

∗
ä(i)

.

Proof. Using the Theorem 4.1.9, we deduce the following identity in OK∞⊗̂K:

ζI = (a−1
I ⊗ aI)

∏
i≥0

Ä
(λ1−q ⊗ 1)f ′

Ī,∗
(1)
ä(i)

,

where f ′
Ī,∗ is a scalar multiple of fĪ,∗, and λ ∈ OK∞ is some constant. We deduce:

ζI

ζ
(1)
I

= (aq−1
I ⊗ 1)(λ1−q ⊗ 1)f ′

Ī,∗
(1).

On the other hand, by Proposition 4.3.24, we know that

ζI

ζ
(1)
I

=
Å
aI
π̃ϕ
⊗ 1
ãq−1

f
(1)
∗ ,

hence (λ1−q ⊗ 1)f ′
I,∗

(1) = (π̃1−q
ϕ ⊗ 1)f (1)

∗ and we get the desired identity.

Recall Definition 4.3.13 and Remark 4.3.14: Λ ⊆ K is a fractional ideal and, if (di)i≥0 is the
increasing sequence of degrees assumed by the elements of Λ \ {0}, we have d0 = 0. Since Λ ⊆ K is
a fractional ideal and ∞ ∈ X(Fq), for m≫ 0 di+m = dm + i for all i ≥ 0 by Riemann-Roch; we take
n to be the least integer with this property.

Theorem 4.3.29. Let ϕ be a normalized Drinfeld module of rank 1, and denote by fϕ the corre-
sponding shtuka function. Fix a uniformizer u ∈ K∞ and set:

α := u(1−dn)
∏n−1

i=1 q(dn−1−di)(qi−1−qi)
.

The following is a well defined element of (Fq ⊗K) Sfϕ(A) ⊆ C∞⊗̂K:

ω := (π̃ϕα⊗ 1)
∏
i≥0

Å(π̃ϕα)q−1 ⊗ 1
fϕ

ã(i)
.
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Proof. Following the proof of Theorem 4.2.6, we just need to show that (π̃ϕα)q−1 and fϕ have the
same degree as elements of K((u)) ∼= K∞⊗̂K. By Remark 2.2.13, the universal Anderson eigenvector
ωϕ can be written as

∑
i expϕ(a∗

i ) ⊗ ai, where {ai}i∈N is a basis of HomA(Λϕ,Ω) and {a∗
i }i∈N is the

dual basis of K∞Λϕ⧸Λϕ. Since Λϕ has rank 1, we can fix an isomorphism of HomA(Λϕ,Ω) with an
ideal of I ⊆ A, and we can assume without loss of generality that the image of the sequence (ai)i is
strictly increasing in degree: by Proposition 2.3.5, the sequence (a∗

i )i is strictly decreasing in norm.
Following the proof of Theorem 2.3.7, the sequence (∥ expϕ(a∗

i )∥)i is also strictly decreasing, and, if
we call c ∈ K∞Λϕ = π̃ϕK∞ the element of least norm lifting a∗

0, we know that its norm is ∥π̃ϕ∥qdn−1,
and that:

∥ expϕ(a∗
0)∥ = ∥c0∥

∏
λ∈Λ\{0}

deg(λ)<dn

∥∥∥∥ cλ
∥∥∥∥ = ∥π̃ϕ∥qdn−1

n−1∏
i=1

q(dn−1−di)(qi−qi−1) = ∥π̃ϕ∥∥α∥.

Since fϕωϕ = ω
(1)
ϕ , we deduce that fϕ has the same degree in u as (π̃ϕα)q−1, as elements of K((u)).

4.3.4 A strengthening of the main theorem

Using the results of the previous subsection, and Remark 4.2.3, we can prove Theorem 4.3.32. It is
a strengthening of Theorem 4.2.1 with an explicit proportionality constant and with a more natural
dependence on the period lattice.

First, we prove the following results.

Lemma 4.3.30. Fix a nonzero ideal J < A, with degree dJ . Then, for each ideal class Ī ∈ Cl(A),
there is a rational function hJ,Ī on XH with sign 1 and divisor:

Div(hJ,Ī) = V
(1)
Ī,∗ + VJ̄+Ī − J − Ξ− (2g − dJ − 1)∞.

Moreover, the functions {hJ,Ī}Ī∈Cl(A) are all conjugated by the action of Gal(H/K).

Proof. Fix some nonzero ideal I < A with ideal class Ī, and call dI its degree. Define
D := J + Ξ + (2g − dJ − 1)∞ and consider the divisor D − V

(1)
Ī,∗ : we want to prove that it is

linearly equivalent to VJ̄+Ī . First of all, its degree is g, hence it is linearly equivalent to some effective
divisor W . Moreover, we have the following linear equivalences:

redK∞(W ) ∼ redK∞(D)− redK∞(VĪ,∗) ∼ (J + I) + (g − dJ − dI)∞ ∼ redK∞(VJ̄+Ī);

W −W (1) ∼ (D −D(1))− (VĪ,∗ − V
(1)
Ī,∗ )(1) ∼ (Ξ− Ξ(1))− (∞− Ξ)(1) ∼ Ξ−∞

∼ VJ̄+Ī − V
(1)
J̄+Ī .

By Proposition 3.3.25, the two conditions imply that W = VJ̄+Ī .
By Remark 3.3.26, the positive and negative components of the divisors {V (1)

Ī,∗ +VĪ+J̄ −D}Ī∈Cl(A)
are H-rational. Moreover, by the same reasoning as Remarks 3.3.26 and 4.1.13, they are all conjugated
by the action of Gal(H/K), therefore for all Ī ∈ Cl(A) there is a unique rational function hJ,Ī on XH

with divisor V (1)
Ī,∗ + VĪ+J̄ − D and sign 1, and they are all conjugated by Gal(H/K) up to a scalar

factor. We just need to prove that for all σ ∈ Gal(H/K), sgn(hσ
J,Ā

) = 1. Fix some a ∈ J of positive
degree and sign 1, and define s := (1⊗ a)(1− a−1 ⊗ a)hJ,Ā: it suffices to prove that sgn(sσ) = 1 for
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all σ ∈ Gal(H/K). Since s has poles only at ∞, it can be written as a finite sum
∑d
i=0 hi ⊗ ai ∈ AH

for some nonnegative integer d, where the ai’s have sign 1 and strictly increasing degree, and hd ̸= 0.
Since sgn(s) = 1, we deduce hd = 1, hence for all σ ∈ Gal(H/K) sgn(sσ) = hσd = 1.

Proposition 4.3.31. For any pair of ideals I, J < A, with degrees respectively dI and dJ , the
quotient ζI

ζJ
is a rational function on XH , with divisor V (1)

Ī,∗ − V
(1)
J̄ ,∗ + I − J + (dJ − dI)∞. Moreover,

redu
Ä
sgn

Ä
ζI
ζJ

ää
= 1.

Proof. Recall that for all integers m ≫ 0 there is a rational function δJ̄ ,m on XK∞ with divisor
VJ̄ ,m + VJ̄ ,∗,m− 2g∞. Since the sequence (VJ̄ ,m + VJ̄ ,∗,m)m converges to V (1)

J̄
+ V

(1)
J̄ ,∗ in X [2g](K∞), by

Proposition 3.2.9 we can choose each δJ̄ ,m so that the sequence (δJ̄ ,m)m converges to δ(1)
J̄

in K((u)).
In K((u)), ζI

ζJ
δ

(1)
J̄

is the limit of the sequence
Ä
ζI,m

ζJ,m
δJ̄ ,m

ä
m

, and the divisor of the m-th element of the
sequence is:

VĪ,∗,m − VJ̄ ,∗,m + I − J + (dJ − dI)∞+ Div(δJ̄ ,m) = VĪ,∗,m + VJ̄ ,m + I − J − (2g + dI − dJ)∞.

By Proposition 3.2.9, ζI
ζJ
δ

(1)
J̄

is rational, with divisor:(
lim
m

(VĪ,∗,m + VJ̄ ,m + I + dJ∞)
)
− J − (2g + dI)∞ = V

(1)
Ī,∗ + V

(1)
J̄

+ I − J − (2g + dI − dJ)∞.

In particular, ζI
ζJ

is rational, with divisor:

V
(1)
Ī,∗ + V

(1)
J̄

+ I − J − (2g + dI − dJ)∞−Div(δ(1)
J̄

) = V
(1)
Ī,∗ − V

(1)
J̄ ,∗ + I − J + (dJ − dI)∞.

Since the positive and negative components of this divisor are H-rational and ζI
ζJ

(Ξ) = ζI(Ξ)
ζJ (Ξ) = 1, ζI

ζJ

is a rational function on XH . Let’s fix an Fq-linear basis (ai)i of A with increasing degree; if we have
a sequence (hm =

∑k
i=0 cm,i ⊗ ai)m converging to h =

∑k
i=0 ci ⊗ ai in AC∞ , and if the degree of hm

at ∞ is eventually equal to the degree of h at ∞ (i.e. ck ̸= 0), we have:

lim
m

sgn(hm) = lim
m
cm,k sgn(ak) = ck sgn(ak) = sgn(h).

In particular, we deduce that limm sgn(δJ̄ ,m) = sgn(δJ̄)q = 1. If we fix any nonzero element c ∈ J , of
degree dc, the rational functions

Ä
ζI,m

ζJ,m
δJ̄ ,m(1⊗ c)

ä
m

have only a pole at∞, of degree 2g+dI+(dc−dJ),

hence they belong to AC∞ , and the same holds for their limit ζI
ζJ
δ

(1)
J̄

(1⊗c): we deduce that sgn
Ä
ζI
ζJ

ä
=

limm sgn
Ä
ζI,m

ζJ,m

ä
. Fix an Fq-basis (ai)i of I, with strictly increasing degrees and sign 1. We have:

sgn(ζI,m) =
∑

a∈I(jm)
a−1 sgn(a) = −

∑
a∈I(<jm)

(am+1 − a)−1 = −a−1
m+1

∑
i≥0

∑
a∈I(<jm)

ai

aim+1

=− a−1
m+1

∑
i≥0

∑
e1+···+em=i

λ(e1, . . . , em)
Å

a1
am+1

ãe1

· · ·
Å
am
am+1

ãem

,

where λ(e1, . . . , em) ∈ Fq is a certain coefficient. By Lemma 4.1.6, if λ(e1, . . . , em) ̸= 0, we must
have ej ≥ qj − qj−1 for j = 1, . . . ,m. In particular, since the norms of the elements

Ä
aj

am+1

ä
j

are
strictly increasing and less than 1, the unique summand of maximum norm corresponds to the m-
uple (ej)j = (qj − qj−1)j . Since λ((qj − 1)j) =

( qm−1
q−1,...,qm−qm−1

)
= 1, we get that the first term in the

expansion of sgn(ζI,m) in Fq[[u]] is −uM for some integer M . Since the same argument holds for ζJ,m,
we obtain that sgn

Ä
ζI
ζJ

ä
= uN + o(uN ) for some integer N .
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Theorem 4.3.32. Let ϕ be a normalized Drinfeld module of rank 1 with period lattice π̃II, where
π̃I ∈ C×

∞ and I < A is a nonzero ideal. Fix an ideal J < A of degree dJ such that JΩ ∼= A, and
denote by h the unique rational function on XH with sgn(h) = 1 and Div(h) = V

(1)
Ī,∗ +VĪ+J̄ −J −Ξ−

(2g − dJ − 1)∞. The following A-submodules of C∞⊗̂A coincide:

Sfϕ(A) = (π̃I ⊗ 1)h
ζI

(Fq ⊗ IJ).

Proof. Let’s denote by f the shtuka function associated to ϕ and f∗ the adjoint shtuka function
associated to to ϕ∗ (recall Definition 4.3.12). By Remark 4.3.14,if we fix aI ∈ I of least degree, we have

the equality aI π̃I = π̃ϕ up to a factor in F×
q , hence by Proposition 4.3.24 we have ((π̃−1

I ⊗1)ζI)(−1)

(π̃−1
I ⊗1)ζI

= f∗.
On the other hand, by Remark 4.2.3 and Proposition 4.3.23 respectively, we have the identities
Div(f) = V

(1)
Ī+J̄ − VĪ+J̄ + Ξ−∞ and Div(f∗) = VĪ,∗ − V

(1)
Ī,∗ + Ξ−∞, hence:

Div
Ç
h(1)

h

å
= V

(2)
Ī,∗ + V

(1)
Ī+J̄ − Ξ(1) − V (1)

Ī,∗ − VĪ+J̄ + Ξ = Div
Ç

f

f
(1)
∗

å
;

since the rational functions h(1)

h and f

f
(1)
∗

both have sign 1, they coincide. In particular, we have that:Å(π̃I ⊗ 1)h
ζI

ã(1) Å(π̃I ⊗ 1)h
ζI

ã−1
= h(1)

h
f

(1)
∗ = f,

hence (π̃I⊗1)h
ζI

∈ (Fq ⊗K) Sfϕ(A). By Theorem 4.2.1, the A-module Sfϕ(A) ⊆ C∞⊗̂A coincides with

(Fq ⊗ IJ) δĪ+J̄ (λ⊗1)
fĪ+J̄,∗ζIJ

, where λ ∈ C∞ is some nonzero constant. To conclude the proof we just need

to show that the product
(

δĪ+J̄

fĪ+J̄,∗ζIJ

) Ä
h
ζI

ä−1
is a constant, i.e. it is a rational function with trivial

divisor. By Proposition 4.3.31, ζIJ
ζI

is a rational function, and we get the following:

Div
Ç

δĪ+J̄
fĪ+J̄ ,∗ζIJ

ζI
h

å
= Div(δĪ+J̄)−Div(fĪ+J̄ ,∗) + Div

Å
ζI
ζIJ

ã
−Div(h)

=(VĪ+J̄ + VĪ+J̄ ,∗ − 2g∞) + (−VĪ+J̄ ,∗ + V
(1)
Ī+J̄ ,∗ − Ξ +∞)+

+(V (1)
Ī,∗ − V

(1)
Ī+J̄ ,∗ − J + dJ∞) + (−V (1)

Ī,∗ − VĪ+J̄ + J + Ξ + (2g − dJ − 1)∞) = 0.

In the notation of the previous theorem and of Lemma 4.3.30 we give the next definition.

Definition 4.3.33. Fix an element aI ∈ I of least degree. We define the pseudocanonical special
function as follows:

ωϕ,J :=
(πϕ ⊗ 1)hJ,Ī

ζI
(a−1
I ⊗ aI) ∈ C∞⊗̂K.

Remark 4.3.34. Since π̃ϕ = π̃IaI up to a factor in F×
q , by Theorem 4.3.32 ωϕ,J belongs to

Sfϕ(A)(Fq ⊗ K), and is well defined up to a factor in F×
q . While ωϕ,J depends on the choice of

the ideal J , it does not depend on the choice of I but only on its class.



66 CHAPTER 4. PELLARIN-TYPE IDENTITIES IN DRINFELD A-MODULES OF RANK 1

4.4 An identity involving special functions and zeta functions à la
Anderson

Fix a normalized Drinfeld module of rank 1 ϕ : A → H[τ ] with period lattice π̃II, where I < A is a
nonzero ideal – so that its Drinfeld divisor is VĪ−Ω̄ by Remark 4.2.3, where Ω̄ ∈ Cl(A) denotes the
isomorphism class of Ω – and call f = fĪ−Ω̄ its shtuka function. Following a construction of Hayes
(see [Hay79]), we can define ϕJ for any nonzero ideal J = (a, b) < A as the unique monic generator
ϕJ of the left ideal (ϕa, ϕb) < H[τ ].

Definition 4.4.1. Fix a nonzero ω ∈ Sfϕ(A), and for all nonzero ideals J < A define:

χϕ(J) := ϕJ(ω)
ω

.

Remark 4.4.2. The previous definition does not depend on the choice of ω.

In his paper [And94], Anderson proved a famous log-algebraicity result.

Theorem 4.4.3 ([And94][Thm. 5.1.1]). Let B be the integral closure of A in H. For all b ∈ B, the
power series

expϕ

Ö ∑
σ∈Gal

Ä
H⧸K

ä ∑
J<A

bσ

χϕ(J)(Ξ)z
qdeg(I)

è
∈ H[[z]]

is contained in B[z].

This result was subsequently generalized by Anderson himself, who added a parameter in the
variable b ([And96][Thm. 3]). Anglès, Ngo Dac and Tavares Ribeiro used the module of Stark units
to improve on Anderson’s results ([ANT17b][Thm. 4.2]), and further developed this line of research
in [ANT22], where they proved Taelman’s class formula for arbitrary Drinfeld modules.

In their paper [GP18], Green and Papanikolas followed another approach. They introduced a zeta
function “à la Anderson" ξϕ ∈ C∞⊗̂A and gave an explicit expression of its product with a special
function ω when X is an elliptic curve ([GP18, Thm. 7.3]), proving that it is a rational function on
XH (a similar rationality result for arbitrary genera, without an explicit expression but without are
contained in [ANT17a]). Green and Papanikolas then went on to use similar techniques to give a
different proof of Anderson’s theorem [And94][Thm. 5.1.1] in [GP18][Thm. 8.1].

In this section, we prove the generalization of [GP18, Thm. 7.3] to a curve X of arbitrary genus
in the form of Theorem 4.4.11, where we relate ξϕ to a pseudocanonical special function.

Remark 4.4.4. Fix a nonzero a ∈ A of sign 1. We have:

χϕ((a)) =
ϕ(a)(ω)
ω

= ((1⊗ a)ω)
ω

= 1⊗ a.

Moreover, for any nonzero ideal J < A, since ϕaJ = ϕJ ◦ ϕa we have that

χϕ(aJ) = ϕaJ(ω)
ω

= ϕJ ◦ ϕa(ω)
ω

= ϕJ((1⊗ a)ω)
ω

= (1⊗ a)ϕJ(ω)
ω

= χϕ((a))χϕ(J).

It’s easy to check that we can extend χϕ to all fractional ideals in a unique way such that for all
c ∈ K and for all fractional ideals J we have χϕ((c))χϕ(J) = χϕ(cJ).
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Proposition 4.4.5. For all nonzero ideals J < A, χϕ(J) is a rational function on XH with sign 1,
and Div(χϕ(J)) = VĪ−Ω̄−J̄ + J − VĪ−Ω̄ − deg(J)∞.

Proof. Consider H0(XH \ {∞}, VĪ−Ω̄) =
⋃
k≥0H

0(XH , VĪ−Ω̄ + k∞), which admits {f · · · f (k−1)}k≥0

as a basis. For a fixed non principal ideal J = (a, b) < A, if we write ϕJ =
∑deg(J)
i=0 (ci ⊗ 1)τ i, we get:

χϕ(J) = ϕJ(ω)
ω

=
deg(J)∑
i=0

cif · · · f (i−1) ∈ H0(XH , VĪ−Ω̄ + deg(J)∞).

Since cdeg(J)f · · · f (deg(J)−1) is the summand with the pole of highest degree at∞, and since cdeg(J) = 1
and sgn(f) = 1, we have:

sgn(χϕ(J)) = cdeg(J) sgn(f) · · · sgn(f)(deg(J)−1) = 1.

Moreover, if we write ϕJ = ψ1 ◦ ϕa + ψ2 ◦ ϕb for some ψ1, ψ2 ∈ H[τ ], we get:

χϕ(J) = ϕJ(ω)
ω

= ψ1 ◦ ϕa(ω) + ψ2 ◦ ϕb(ω)
ω

= (1⊗ a)ψ1(ω)
ω

+ (1⊗ b)ψ2(ω)
ω

.

Since 1⊗ a, 1⊗ b ∈ H0(XH \ {∞},−J), ψ1(ω)
ω , ψ2(ω)

ω ∈ H0(XH \ {∞}, VĪ−Ω̄), and the degree of χϕ(J)
is deg(J), we get χϕ(J) ∈ H0(XH , VĪ−Ω̄− J + deg(J)∞). The divisor D := VĪ−Ω̄ + deg(J)∞− J has
degree g and is such that:

[D −D(1)] = [VĪ−Ω̄ − V
(1)
Ī−Ω̄] = [Ξ−∞] red([D − g∞]) = Ī − Ω̄− J̄ .

By Proposition 3.3.25, D ∼ VĪ−Ω̄−J̄ , and h0(VĪ−Ω̄−J̄) = 1, hence the divisor Div(χϕ(J)) is equal to
VĪ−Ω̄−J̄ + J − VĪ−Ω̄ − deg(J)∞.

Let’s include an easy Lemma.

Lemma 4.4.6. For any nonzero ideal J < A, as a Fq-linear endomorphism of C∞, ker(ϕJ) =
expϕ(π̃IIJ−1).

Proof. We can fix two generators a, b of J . By definition of ϕJ , there are ψ1, ψ2 in H[τ ] such that
ϕJ = ψ1 ◦ ϕa + ψ2 ◦ ϕb. Since for any x ∈ π̃IIJ−1, ax and bx belong to π̃II = ker(expϕ), we have:

ϕJ ◦ expϕ(x) = ψ1 ◦ ϕa ◦ expϕ(x) + ψ2 ◦ ϕb ◦ expϕ(x) = ψ1 ◦ expϕ(ax) + ψ2 ◦ expϕ(bx) = 0.

In particular, expϕ(π̃IIJ−1) ⊆ ker(ϕJ). On the other hand, expϕ(π̃IIJ−1) is isomorphic as an Fq-

vector space to π̃IIJ
−1
⧸̃πII, which has cardinality qdeg(J). Since ϕJ is a polynomial of degree qdeg(J),

we get the equality expϕ(π̃IIJ−1) = ker(ϕJ).

Proposition 4.4.7. For all nonzero ideals J < A, redu (χϕ(J)(Ξ)) = 1.

Proof. If J = (a), where a ∈ A \ {0} has sign 1, redu (χϕ(J)(Ξ)) = redu(a⊗ 1) = 1. In particular, for
any nonzero ideal J and for all a ∈ A \ {0}, redu (χϕ(J)(Ξ)) is equal to redu (χϕ(aJ)(Ξ)). If we write
ϕJ =

∑deg(J)
i=0 ciτ

i, we have:

c0 =
(deg(J)∑

i=0
(ci ⊗ 1)f · · · f (i−1)

)
(Ξ) = χϕ(J)(Ξ),

cdeg(J) = 1.
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By Lemma 4.4.6, ker(ϕJ) = expϕ(π̃IIJ−1); let’s fix a set {αi}i ⊆ IJ−1 such that the elements
{expϕ(π̃Iαi)}i are representatives for the quotient (ker(ϕJ) \ {0})⧸F×

q
. We have:

χϕ(J)(Ξ) = c0 =
∏

β∈ker(ϕJ )\{0}
β =

∏
λ∈F×

q

∏
i

λ expϕ(π̃Iαi) =
∏
i

−(expϕ(π̃Iαi))q−1.

Let’s write expϕ =
∑
k≥0 ekτ

k; by Remark 4.3.16 ek ∈ H ⊆ K∞ for all k. In particular, for all i the
element γi := expϕ(π̃Iαi)

π̃I
= αi

∑
j ej(π̃Iαi)q

j−1 is contained in K∞, which means that redu(γq−1
i ) = 1.

Since the cardinality of {αi}i is qdeg(J)−1
q−1 , we have:

redu (χϕ(J)(Ξ)) =
∏
i

− redu
Ä
π̃q−1
I

ä
redu(γi)q−1 = redu

Ä
−π̃q−1

I

ä qdeg(J)−1
q−1

= redu
Ä
−π̃q−1

I

ädeg(J)
.

For d≫ 0, we can pick a, b ∈ A \ {0} with deg(a) = deg(b)− 1. We have:

1 = redu (χϕ(bJ)(Ξ))
redu (χϕ(aJ)(Ξ)) =

redu
Ä
−π̃q−1

I

ädeg(bJ)

redu
Ä
−π̃q−1

I

ädeg(aJ) = redu
Ä
−π̃q−1

I

ädeg(b)−deg(a)

= redu
Ä
−π̃q−1

I

ä
,

hence redu (χϕ(J)(Ξ)) = 1.

Remark 4.4.8. Following a known construction due to Hayes ([Hay79][Section 3]), for any nonzero
ideal J < A we denote by ϕJ : A → H[τ ] the unique ring homomorphism such that for all a ∈ A
ϕJa ◦ ϕJ = ϕJ ◦ ϕa. It can be easily shown (see e.g. [Gos98][Subsection 4.9]) that the morphism
ϕJ : A→ H[τ ] is a normalized Drinfeld module of rank 1 and its associated lattice is χϕ(J)(Ξ)π̃IJ−1I.

Definition 4.4.9. Call aI ∈ I the unique nonzero element of least degree with sign 1. The Anderson
zeta function relative to the Drinfeld module ϕ is defined as:

ξϕ :=
∑

J<a−1
I I

χϕ(J)
χϕ(J)(Ξ) ∈ K∞⊗̂K.

Remark 4.4.10. In the previous definition, ξϕ only depends on the ideal class Ī of I. We can also
write ξϕ = aI ⊗ a−1

I

∑
J<I

χϕ(J)
χϕ(J)(Ξ) .

The series ξϕ was defined in the special case of g(X) = 1 and I = A by Green and Papanikolas
([GP18][Eq. (95)]), who proved that it is a rational multiple of π̃ϕ⊗1

ωϕ
and gave an explicit formula for

their quotient ([GP18][Thm. 7.3]). At the same time, a similar series was studied by Anglès, Ngo
Dac, and Tavares Ribeiro, who proved a similar statement for general A, but without expressing the
proportionality factor ([ANT17a]).

In the notation of Lemma 4.3.30, we finally state and prove the main theorem of this section, a
direct generalization of [GP18][Thm. 7.3].
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Theorem 4.4.11. The Anderson zeta function ξϕ is a well defined element of K∞⊗̂K. Moreover, if
we fix an ideal J < A such that JΩ ∼= A, the following identity holds:

ξϕωϕ,J = (π̃ϕ ⊗ 1)
∑

σ∈Gal(H/K)
hσ
J,Ā
.

Proof. Let’s fix representatives Ji < I for each ideal class J̄i ∈ Cl(A). To prove convergence we
rearrange the terms:

∑
J̃<I

χϕ(J̃)
χϕ(J̃)(Ξ)

=
∑
i

∑
J̃<I
J̃∼=Ji

χϕ(J̃)
χϕ(J̃)(Ξ)

=
∑
i

∑
a∈J−1

i I\{0}
sgn(a)=1

χϕ(aJi)
χϕ(aJi)(Ξ)

=−
∑
i

∑
a∈J−1

i I\{0}

χϕ(aJi)
χϕ(aJi)(Ξ) = −

∑
i

Ñ
χϕ(Ji)

χϕ(Ji)(Ξ)
∑

a∈J−1
i I\{0}

χϕ(a)
χϕ(a)(Ξ)

é
=

∑
i

χϕ(Ji)
χϕ(Ji)(Ξ)ζJ−1

i I .

Since ωϕ,J is defined as (π̃ϕ⊗1)hJ,Ī

ζI
(a−1
I ⊗ aI), we get:

ξϕωϕ,J = (π̃ϕ ⊗ 1)
∑
i

χϕ(Ji)
χϕ(Ji)(Ξ)

ζJ−1
i I

ζI
hJ,Ī .

For all i, by Proposition 4.3.31
ζ

J−1
i

I

ζI
is a rational function on XH ; the evaluation at Ξ of the

rational function χϕ(Ji)
χϕ(Ji)(Ξ) is 1, and by Proposition 4.4.5 and Remark 3.3.26 the positive and negative

components of its divisor is H-rational, hence the function is defined on XH ; finally, hJi,Ī
is a rational

function on XH by Lemma 4.3.30. We deduce that for all i the summand χϕ(Ji)
χϕ(Ji)(Ξ)

ζ
J−1

i
I

ζI
hJ,Ī is a

rational function on XH , and by Proposition 4.4.5 and Lemma 4.3.30 its divisor is:

(V (1)
Ī−J̄i,∗

− V (1)
Ī,∗ − Ji) + (VĪ+J̄−J̄i

+ Ji − VĪ+J̄)+

+(V (1)
Ī,∗ + VĪ+J̄ − J − Ξ)− (2g − deg(J)− 1)∞

=V (1)
Ī−J̄i,∗

+ VĪ+J̄−J̄i
− J − Ξ− (2g − deg(J)− 1)∞ = Div(hJ,Ī−J̄i

),

hence
ζ

J−1
i

I

ζI

χϕ(Ji)
χϕ(Ji)(Ξ)hJ,Ī = (αi ⊗ 1)hJ,Ī−J̄i

for some αi ∈ H×. Since sgn(hJ,Ī−J̄i
) = 1, αi is equal

to the sign of the summand. For all i denote π̃J−1
i I := χϕ(J)(Ξ)π̃I : By Remark 4.4.8, if ψ is the

unique normalized Drinfeld module of rank 1 whose period lattice Λψ is isomorphic to J−1
i I, then

Λψ = π̃J−1
i IJ

−1
i I. If we denote si := χϕ(Ji)(Ξ)−1ζ−1

I ζJ−1
i I , by Proposition 4.3.24 we have:

s
(1)
i

si
=

Ä
χϕ(Ji)(Ξ)−1ζJ−1

i I

ä(1)

χϕ(Ji)(Ξ)−1ζJ−1
i I

· ζI
ζ

(1)
I

=

(
π̃−1
J−1

i I
ζJ−1

i I

)(1)

π̃−1
J−1

i I
ζJ−1

i I

· π̃−1
I ζI(

π̃−1
I ζI

)(1) =
Ç

fĪ,∗
fĪ−J̄i,∗

å(1)

⇒ sgn(si)q−1 = sgn
(
s

(1)
i

si

)
=

sgn(fĪ,∗)q

sgn(fĪ−J̄ ,∗)q = 1;
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in particular,
αi = sgn(si) · sgn(χϕ(Ji)) · sgn(hJ,Ī) = sgn(si) ∈ Fq.

On the other hand, by Proposition 4.3.31 and Proposition 4.4.7 we have:

redu(sgn(si)) = redu(sgn(χϕ(Ji)(Ξ)))−1 · redu
Ç

sgn
Ç
ζJ−1

i I

ζI

åå
= 1,

hence αi = 1. We can rewrite:

ξϕωϕ,J = (π̃ϕ ⊗ 1)
∑
i

hJ,Ī−J̄i
= (π̃ϕ ⊗ 1)

∑
σ∈Gal(H/K)

hσ
J,Ā
.

Remark 4.4.12. Evaluating at Ξ we get ξĪ(Ξ) = #Cl(A) modulo the characteristic of Fq, general-
izing [GP18][Corollary 7.4].
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Chapter 5

Pellarin zeta functions and Pellarin’s
identity for arbitrary Drinfeld
A-modules

As in the previous chapters, we let X⧸Fq be a smooth, projective, geometrically irreducible curve of
genus g(X) with a closed point ∞ ∈ X. We drop the assumption that ∞ is Fq-rational, and denote
by e its degree. Recall that A denotes the ring H0(X \ {∞},OX) of rational functions with only
poles at ∞, K∞ denotes the completion of K at ∞, and C∞ denotes the completion of an algebraic
closure of K∞.

In Definition 2.2.7, we introduced the functor of Anderson eigenvectors relative to an arbitrary
Anderson module E. Replacing the action of ϕ by its adjoint ϕ∗, in Definition 5.2.8 we introduce
the functor of dual Anderson eigenvectors Sfϕ∗ : A −Mod → A −Mod. In the case of a Drinfeld
module E = (Ga, ϕ) of rank 1 with period lattice Λϕ, we have proven in Theorem 4.3.27 that the
series ζ := −

∑
λ∈Λϕ

λ−1 ⊗ λ ∈ C∞⊗̂Λϕ satisfies the following identity for all a ∈ A:

(ϕ∗
a ⊗ 1)ζ = (1⊗ a)ζ.

Using the functorial language of Definition 5.2.8, we generalize Theorem 4.3.27 to arbitrary Drin-
feld modules with a result analogous to Theorem 2.2.9.

Theorem (Thm. 5.2.10). Let (Ga, ϕ) be a Drinfeld module of rank r. The functor Sfϕ∗ is natu-
rally isomorphic to HomA(Λϕ,_); moreover, the universal object in C∞⊗̂Λϕ corresponds to the map
Λ̂ϕ ∼= ker exp∗

ϕ ⊆ C∞ and can be expressed as −
∑
λ∈Λϕ\{0} λ

−1 ⊗ λ.

We call the universal object ζϕ ∈ C∞⊗̂Λϕ the universal dual Anderson eigenvector, in analogy
with the universal Anderson eigenvector ωϕ ∈ C∞⊗̂HomA(Λϕ,Ω).

As said in the introduction, we define a natural C∞⊗A-bilinear pairing

_ ·_ : C∞⊗̂Λϕ × C∞⊗̂HomA(Λϕ,Ω)→ C∞⊗̂Ω ∼= Homcont
Fq

Ä
K∞⧸A,C∞

ä
,

and evaluate the pair (ζϕ, ωϕ). If r = 1, we can immerse both spaces on the right hand side in
C∞⊗̂A (although in a noncanonical way), and this pairing can be identified with the usual product
of elements in the algebra C∞⊗̂A. With this in mind, the following result can be interpreted as a
partial generalization of Theorem 4.3.32 to Drinfeld modules of arbitrary rank.



72 CHAPTER 5. PELLARIN’S IDENTITY FOR DRINFELD A-MODULES

Theorem (Thm. 5.4.2). Let ϕ be a Drinfeld module with period lattice Λϕ, and denote by ωϕ and
ζϕ the universal objects of the functors Sfϕ and Sfϕ∗, respectively. For all integers k, the pairing
ζϕ ·

(
τkωϕ

)
in C∞⊗Ω is a rational differential form on XC∞.

5.1 Some remarkable identities in C∞

5.1.1 Poonen duality

Definition 5.1.1. Let C∞[[τ, τ−1]] denote the set of bilateral formal power series in τ . For any formal
series s =

∑
i siτ

i ∈ C∞[[τ, τ−1]], we define its adjoint as s∗ :=
∑
i τ

−isi =
∑
i s
q−i

i τ−i ∈ C∞[[τ, τ−1]].

Remark 5.1.2. Multiplication by elements of the noncommutative ring C∞[τ, τ−1] endows the set
C∞[[τ, τ−1]] with a C∞[τ, τ−1]-bimodule structure.

Denote by expϕ ∈ C∞[[τ ]] ⊆ C∞[[τ, τ−1]] the exponential relative to ϕ.

Remark 5.1.3. With similar arguments as in Remark 4.3.19, it’s easy to show that, since expϕ
has an infinite radius of convergence, the adjoint exponential exp∗

ϕ ∈ C∞[[τ−1]] ⊆ C∞[[τ, τ−1]] also
converges everywhere on C∞ (see also [Poon96][Prop. 1]).

We follow a construction due to Poonen, who proved a duality result of central importance to this
section ([Poon96][Thm. 10]).

Lemma 5.1.4. For all β ∈ ker(exp∗
ϕ) \ {0}, there is a unique element gβ ∈ C∞[[τ ]] such that

(1− τ)gβ = β expϕ. Moreover, gβ has infinite radius of convergence.

Proof. Let’s consider the following formal series:

h :=
∑
i≥0

τ i ∈ C∞[[τ ]];

since h(1− τ) = 1, the defining property of gβ is equivalent to the identity gβ = hβ expϕ: this proves
both existence and uniqueness. If we call ei the i-th coefficient of expϕ and ci the i-th coefficient of
gβ, from the identity gβ = hβ expϕ we get the following:

ck =
k∑
i=0

βq
i
eq

i

k−i ∀k ∈ Z≥0 =⇒ lim
k
c

1
qk

k = lim
k

k∑
i=0

eq
−i

i βq
−i = exp∗

ϕ(β) = 0,

hence the radius of convergence of gβ is infinite.

Remark 5.1.5. Since ker((1− τ)gβ) = ker(β expϕ) = Λϕ, gβ|Λϕ
has image in Fq.

By convention, we set g0 = 0. Recall that Λ̂ϕ = HomFq (Λϕ,Fq) has a natural topology which
makes it a compact A-module. We state [Poon96][Thm. 10] in the special case of the exponential
function.

Theorem 5.1.6. The function ψ : ker(exp∗
ϕ)→ Λ̂ϕ sending β to gβ|Λϕ

is an A-linear homeomorphism,
where a ∈ A acts on the left hand side by sending c ∈ ker(exp∗

ϕ) to ϕ∗
a(c).

The following proposition, which is proven in Subsection 5.1, can be viewed as an explicit algebraic
formula for the inverse of the isomorphism in Theorem 5.1.6.
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Proposition (Proposition 5.1.18). For all β ∈ ker(exp∗
ϕ) \ {0}, the following identity holds in C∞:

β = −
∑

λ∈Λϕ\{0}

gβ(λ)
λ

.

In the following subsection, we include some technical lemmas necessary for the proof of Propo-
sition 5.1.18. With the same lemmas we are also able to prove the following proposition, where we
denote by logϕ the inverse of the exponential expϕ in C∞[[τ ]]; we also denote by li and ei the i-th
coefficient of logϕ and expϕ, respectively, and we set by convention li = ei = 0 for all i < 0.

Proposition (Proposition 5.1.19). Let ϕ be a Drinfeld module of rank r. For all integers k, for all
c ∈ K∞ \ {0} with ∥c∥ ≤ q

k−1
r , the following identity holds in C∞:

∑
λ∈Λϕ\{0}

expϕ(cλ)
λqk = −

∑
i+j=k

ejl
qj

i c
qj
.

5.1.2 Lattices

Throughout this subsection, C is a complete normed K∞-vector space (with nonarchimedean norm).

Definition 5.1.7. An infinite Fq-linear subspace V ⊆ C is a lattice if for any positive real number r
there are finitely many elements of V of norm at most r.

An ordered basis of V is a sequence (vi)i≥1 with the following property: for all m ≥ 1, vm is an
element of V \ SpanFq

({vi}i<m) of least norm. If such a basis exists, we call the sequence of real
numbers (∥vi∥)i≥1 a norm sequence of V .

Remark 5.1.8. If V ⊆ C is a lattice, every subset S ⊆ V has an element of least norm. In particular,
since V is infinite, we can construct an ordered basis of V by recursion.

The next two results justify the terminology "ordered basis" and prove that the norm sequence
exists and is unique.

Lemma 5.1.9. If (vi)i≥1 is an ordered basis of a lattice V ⊆ C, it is a basis of V as an Fq-vector
space.

Proof. For all m ≥ 1 vm ̸∈ SpanFq
({vi}i<m), hence the vi’s are Fq-linearly independent. Since

for all r ∈ R there is a finite number of elements of V with norm at most r, the norm sequence
(∥vi∥)i≥1 tends to infinity; in particular, for all v ∈ V there is an integer m such that ∥vm∥ > ∥v∥, so
v ∈ SpanFq

({vi}i<m) by construction of vm.

Proposition 5.1.10. If (vi)i≥1 is an ordered basis of a lattice V ⊆ C, and (v′
i)i≥1 is a sequence of

elements in V that are Fq-linearly independent and whose norms form a weakly increasing sequence
of real numbers, then ∥v′

i∥ ≥ ∥vi∥ for all i. In particular, the norm sequence of V does not depend on
the chosen ordered basis of V .

Proof. By contradiction, suppose ∥v′
m∥ < ∥vm∥ for some m. Then for all i ≤ m we have

∥v′
i∥ ≤ ∥v′

m∥ < ∥vm∥, so v′
i ∈ SpanFq

({vj}j<m) by construction of vm; since {v′
i}i≤m is a set of

m Fq-linearly independent vectors and dimFq SpanFq
({vj}j<m) = m − 1, we have reached a contra-

diction. If we take (v′
i)i to be another ordered basis, by this reasoning we get both ∥v′

m∥ ≥ ∥vm∥ and
∥vm∥ ≥ ∥v′

m∥, hence the norm sequence is independent from the choice of the ordered basis.
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Finally, we show that the norm sequence of a subspace is reasonably well behaved.

Lemma 5.1.11. Let W ⊆ V ⊆ C be lattices. The norm sequence (si)i≥1 of W is a subsequence of
the norm sequence (ri)i≥1 V .

Moreover, if dimFq
V⧸W = n <∞, for i≫ 0 we have ri = si+n.

Proof. Let (wi)i≥1 be an ordered basis of W . Let’s construct an ordered basis (vi)i≥1 of V recursively
in the following way. For all k ≥ 1 let f(k) be the least integer such that wf(k) ̸∈ SpanFq

({vi}i<k),
and let v′

k be an element of least norm in V \ SpanFq
({vi}i<k). If ∥v′

k∥ < ∥wf(k)∥, we set vk := v′
k,

otherwise we set vk := wf(k).
By construction (vk)k≥1 is an ordered basis of V , so we only need to show that for all j ≥ 1 there

is some k ≥ 1 such that vk = wj . By contradiction, let j be the first integer such that this does
not happen, and let k be the greatest integer such that wj ̸∈ SpanFq

({vi}i<k), which exists because
(vi)i≥1 is a basis of V . This means that wj = αvk + v for some v ∈ SpanFq

({vi}i<k) and some
constant α ∈ F×

q , and since vk ̸= wj , by our algorithm we must have ∥vk∥ < ∥wj∥; as a consequence
∥v∥ = ∥wj − αvk∥ = ∥wj∥ > ∥vk∥, which is a contradiction because, since (vi)i≥1 is an ordered basis,
∥vk∥ ≥ ∥vi∥ for all i < k, hence ∥vk∥ ≥ ∥v∥.

If dimFq
V⧸W = n < ∞, since the basis {vi}i≥1 of V extends the basis {wi}i≥1 of W , there are

exactly n elements of the former which are not contained in the latter. Since, taking the order into
account, (wi)i≥1 is a subsequence of (vi)i≥1, for i≫ 0 we have vi = wi+n, hence ri = si+n.

We now consider C = C∞ with the usual norm ∥ · ∥.

Lemma 5.1.12. Let V ⊆ C∞ be a lattice which is also a (projective) A-submodule of finite rank r,
and let (si)i≥1 be its norm sequence. Then:

• for all i≫ 0, si+er = qe · si;

• for all k ∈ Z, for all i≫ 0, si+k

si
≤ qe⌈

k
er⌉;

• for all k ∈ Z, for infinitely many i, si+k

si
≤ q

k
r .

Proof. We can choose a, b ∈ A \ {0} such that deg(b) = deg(a) + e. Fix an ordered basis (vi)i≥1
of V : obviously, (avi)i≥1 and (bvi)i≥1 are ordered bases respectively of aV and bV . Since V has
rank r, dimFq

V⧸aV = r deg(a) and dimFq
V⧸bV = r deg(b), therefore by Lemma 5.1.11 we have

∥vi∥ = ∥avi−r deg(a)∥ = ∥bvi−r deg(b)∥ for i≫ 0. Rearranging the terms, we get that, for i≫ 0:

∥vi−r deg(a)∥ = ∥a∥−1∥b∥∥vi−r deg(b)∥ = qe∥vi−r deg(b)∥.

Shifting the pedices we get ∥vi∥ = qe∥vi−r(deg(b)−deg(a))∥ = qe∥vi−er∥ for i ≫ 0, which is the first
statement.

For all k ∈ Z, since the norm sequence is weakly increasing, we have the following inequality for
i≫ 0:

si+k
si
≤
si+er⌈ k

er⌉
si

= qe⌈
k
er⌉.

Moreover, for all i≫ 0:

er−1∏
j=0

si+k(j+1)
si+kj

= si+ker
si

=
{∏k−1

j=0
si+e(j+1)r

si+ejr
= qek if k ≥ 0∏−1

j=k
si+e(j+1)r

si+ejr
= qek if k < 0

,
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hence at least one of the factors on the left hand side has norm at most q
k
r ; this implies that the

inequality si+k

si
≤ q

k
r holds for infinitely many values of i.

5.1.3 Estimation of the coefficients of gβ and expϕ
Definition 5.1.13. For a lattice V ⊆ C∞, for all integers i ≥ 0 we define:

eV,i :=
∑

I⊆V \0
|I|=qi−1

∏
v∈I

v−1

(by convention, eV,0 = 1).

Remark 5.1.14. For all c ∈ C∞, since V ⊆ C∞ is a lattice, the infinite product

c
∏
v∈V

(
1− c

v

)
converges, and is equal to ∑

n≥0
eV,nc

qn
.

In particular, ∑
n≥0

eV,nx
qn ∈ C∞[[x]]

is the only power series with infinite radius of convergence and with leading coefficient 1 such that
its zeroes are simple and coincide with V .

Lemma 5.1.15. Fix a lattice V ⊆ C∞, with norm sequence (ri)i≥1. Fix an ordered basis (vi)i≥1 and
call Vm := SpanFq

({vi}i≤m) for all m ≥ 0. We have:

• for all k ≥ 0:

∥eV,k∥ ≤
k∏
i=1

rq
i−1−qi

i ;

• for all m > 0, for all k > 0:∥∥∥∥∥∥
∑
v∈Vm

vq
k−1

∥∥∥∥∥∥
{

= 0 if k < m

≤ rqk−qm

m

∏m
i=1 r

qi−qi−1

i if k ≥ m
.

Proof. For the first part, if k = 0 then eV,k = 1, so there is nothing to prove. If k > 0, we have:

∥eV,k∥ =

∥∥∥∥∥∥∥∥∥
∑

I⊆V \{0}
|I|=qk−1

∏
v∈I

v−1

∥∥∥∥∥∥∥∥∥ ≤ max
I⊆V \{0}
|I|=qk−1

∥∥∥∥∥∏
v∈I

v−1
∥∥∥∥∥ =

∥∥∥∥∥∥
∏
v∈Vk

v−1

∥∥∥∥∥∥ =
k∏
i=1

rq
i−1−qi

i .
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For the second part note that, in the notation of Lemma 4.1.6, the element whose norm we are
considering is equal to Sm,qk−1(v1, . . . , vm). By that lemma, if k < m, the element is zero, otherwise
we have the following inequality:

∥Sm,qk−1(v1, . . . , vm)∥ ≤ max
d1,...,dm

d1+···+dm=qk−1
∀j d1+···+dj≥qj−1

∥∥∥vd1
1 · · · v

dm
m

∥∥∥ .

It’s easy to see that the maximum norm of the product vd1
1 · · · vdm

m under the specified conditions is
obtained when we set di = qi − qi−1 for i < m and dm = qk − qm−1, therefore we get the desired
inequality.

Let ϕ be a Drinfeld module of rank r with lattice Λϕ.

Remark 5.1.16. Since Λϕ ⊆ K∞Λϕ is discrete and K∞Λϕ ∼= Kr
∞ is locally compact, Λϕ is a lattice

of C∞. Moreover, eΛϕ,n is exactly the coefficient of τn of the exponential function expϕ ∈ C∞[[τ ]].

Recall the definition of gβ for all β ∈ ker(exp∗
ϕ) given in Lemma 5.1.4.

Lemma 5.1.17. For all β ∈ ker(exp∗
ϕ) \ {0}, ker(gβ) is an Fq-vector subspace of Λϕ of codimension

1. In particular, gβ = β
∑
n≥0 eker(gβ),nτ

n.

Proof. If c ∈ ker(gβ) then expϕ(c) = β−1(1 − τ)(gβ(c)) = 0, hence c ∈ Λϕ. Moreover, gβ|Λϕ
is an

Fq-linear function with image in Fq, hence its kernel Vβ has codimension at most 1 in Λϕ. It is exactly
1 because gβ|Λϕ

is not identically zero by Theorem 5.1.6.
From the identity (1− τ) ◦ gβ = β expϕ, since the zeroes of expϕ are simple, we deduce the same

for the zeroes of gβ, therefore gβ = cβ
∑
n≥0 eker(gβ),nτ

n for some constant cβ ∈ C∞ by Remark 5.1.14.
Finally, from the same identity we deduce that the coefficient of τ in the expansion of gβ is β, hence
cβ = β.

5.1.4 Proof of the identities

We can now prove the main propositions of this section.

Proposition 5.1.18. For all β ∈ ker(exp∗
ϕ), the following identity holds in C∞:

β = −
∑

λ∈Λϕ\{0}

gβ(λ)
λ

.

Proof. The series converges for all β ∈ ker(exp∗
ϕ) because the denominators belong to the lattice Λϕ

and the numerators to Fq. For β = 0 the identity is obvious, hence we can suppose β ̸= 0. Fix an
ordered basis (λi)i≥1 of Λϕ and define Λm := SpanFq

({λi}i≤m) for all m ≥ 0. By Lemma 5.1.17,
ker(gβ) ⊆ Λϕ has codimension 1, hence by Lemma 5.1.11, if we denote by (ri)i≥1 and (si)i≥1 the
norm sequences respectively of Λϕ and ker(gβ), there is a positive integer N such that for all i < N
si = ri, and for all i ≥ N si = ri+1. For all m ≥ N , we define:

Sm := β +
∑

λ∈Λm\{0}

gβ(λ)
λ

= β
∑
k≥1

eker(gβ),k
∑
λ∈Λm

λq
k−1.
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By Lemma 5.1.15, we have:

∥β−1Sm∥ =

∥∥∥∥∥∥
∑
k≥1

eker(gβ),k
∑
λ∈Λm

λq
k−1

∥∥∥∥∥∥ ≤ max
k≥m

{
∥eker(gβ),k∥

∥∥∥∥∥∥
∑
λ∈Λm

λq
k−1

∥∥∥∥∥∥
}

≤max
k≥m

{(
k∏
i=1

sq
i−1−qi

i

)Ç
rq

k−qm

m

m∏
i=1

rq
i−qi−1

i

å}
= max

k≥m

{(
k∏

i=N
rq

i−1−qi

i+1

)Ç
rq

k−qm

m

m∏
i=N

rq
i−qi−1

i

å}
= max

k≥m

{Ç
m∏
i=N

Å
ri
ri+1

ãqi−qi−1å( k∏
i=m+1

Å
rm
ri

ãqi−qi−1)}

=
m∏
i=N

Å
ri
ri+1

ãqi−qi−1

=
Å
rN
rm+1

ãqN −qN−1 m∏
i=N+1

Å
ri

rm+1

ãqi−2qi−1+qi−2

≤
Å
rN
rm+1

ãqN −qN−1

.

Since this number tends to zero as m tends to infinity, we have the following identity in C∞:

0 = lim
m
Sm = lim

m

Ñ
β +

∑
λ∈Λm\{0}

gβ(λ)
λ

é
= β +

∑
λ∈Λϕ\{0}

gβ(λ)
λ

.

Proposition 5.1.19. For all integers k, for all c ∈ K∞ \ {0} with ∥c∥ ≤ q
k−1

r , the following identity
holds in C∞: ∑

λ∈Λϕ\{0}

expϕ(cλ)
λqk = −

∑
i+j=k

ejl
qj

i c
qj
.

Proof. First of all, let’s show that series on the left hand side converges. Since expϕ(K∞Λϕ) is
homeomorphic to the compact space K∞Λϕ⧸Λϕ, the numerators expϕ(cλ) are bounded in norm by
some positive real constant. In particular, since Λϕ ⊆ C∞ is a lattice, for any positive real number ε
there are finitely many λ ∈ Λϕ such that

∥∥∥ expϕ(cλ)
λqk

∥∥∥ < ε, so the series converges.
Fix an ordered basis (λi)i≥1 of Λϕ, set ri := ∥λi∥, and define Λm := SpanFq

({λi}i≤m) for all m ≥ 1;
define:

Sm :=
∑

λ∈Λm\{0}

expϕ(cλ)
λqk −

∑
0≤j≤k

λ∈Λm\{0}

ejc
qj
λq

j−qk =
∑
j≥1

ek+jc
qk+j

( ∑
λ∈Λm

λq
j−1

)qk

,
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where by convention we set ej = 0 for all j < 0. By Lemma 5.1.15, for all m≫ 0 we have:

∥Sm∥ =

∥∥∥∥∥∥∥
∑
j≥1

ek+jc
qk+j

( ∑
λ∈Λm

λq
j−1

)qk
∥∥∥∥∥∥∥ ≤ max

j≥m

∥ek+j∥∥c∥q
k+j

∥∥∥∥∥∥
∑
λ∈Λm

λq
j−1

∥∥∥∥∥∥
qk


≤max
j≥m

∥c∥qk+j

(
k+j∏
i=1

rq
i−1−qi

i

)Ç
rq

j−qm

m

m∏
i=1

rq
i−qi−1

i

åqk


≤max
j≥m

{
∥c∥qk

(
j∏

i=1−k
rq

i+k−1−qi+k

i+k

)(
j∏
i=1

(∥c∥ri)q
i+k−qi+k−1

)}

=Ck ·max
j≥m

{
j∏

i=m+1

Å∥c∥ri
ri+k

ãqi+k−qi+k−1}

=⇒ lim sup
m

∥Sm∥ ≤ Ck · lim sup
j

j∏
i=m+1

Å∥c∥ri
ri+k

ãqi+k−qi+k−1

,

where Ck is a nonzero constant which depends on k. Since the norms of nonzero elements of K∞ are
integer powers of qe, we actually have the inequality ∥c∥ ≤ qe⌊

k−1
er ⌋. By Lemma 5.1.12, we have:

∥c∥ ri
ri+k

≤ qe⌊
k−1
er ⌋ · qe⌈−

k
er⌉ = qe⌊

k−1
er ⌋ · q−e⌊ k

er⌋ ≤ 1 for all i large enough;

∥c∥ ri
ri+k

≤ qe⌊
k−1
er ⌋ · q− k

r ≤ q
k−1

r · q− k
r = q− 1

r < 1 for infinitely many values of i.

The first inequality implies that the limit superior

lim sup
j

j∏
i=m+1

Å∥c∥ri
ri+k

ãqi+k−qi+k−1

is finite, the second inequality implies that it is zero. We deduce that the sequence ∥Sm∥ converges
to 0. If k < 0, we get the following identity in C∞:

∑
λ∈Λϕ\{0}

expϕ(cλ)
λqk = lim

m
Sm = 0.

If instead k ≥ 0, we get the following identity in C∞:

∑
λ∈Λϕ\{0}

expϕ(cλ)
λqk = lim

m

Ñ
Sm +

k∑
j=0

ejc
qj ∑
λ∈Λm\{0}

λq
j−qk

é
=

k−1∑
j=0

Ñ
ejc

qj ∑
λ∈Λϕ\{0}

λq
j−qk

é
− ekcq

k

= −
k∑
j=0

ejl
qj

k−jc
qj

where the last equality follows from Lemma 4.3.21.
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5.2 Universal dual Anderson eigenvector
Recall the definition and properties of Anderson modules discussed in Subsection 2.2.1. Let’s for-
mulate a notion of dual Anderson eigenvectors, analogously to Definition 2.2.7, for any Anderson
A-module E = (E, ϕ).

Recall that by Remark 2.2.4 E(C∞) has a natural structure of topological C∞-module, hence the
same holds for E(C∞)∨ := HomC∞(E(C∞),C∞). Let’s endow the E(C∞) with the natural A-module
structure induced by ϕ.

Definition 5.2.1. For all integers k, for any pair of C∞-vector spaces V,W let’s set:

Homk(V,W ) := {f ∈ HomFq (V,W )|∀c ∈ C∞ f ◦ c = cq
k ◦ f},

Hom(V,W ) :=
⊕
k∈Z

Homk(V,W );

similarly, Endk(V ) := Homk(V, V ) and End(V ) := Hom(V, V ). Moreover, we define the adjoint
·∗ : Homk(V,W )→ Hom−k(W∨, V ∨) sending f to the map f∗ taking h ∈W∨ to τ−k ◦ h ◦ f .

Lemma 5.2.2. Let V := Cn∞ and W := Cm∞. Each function in Homk(V,W ) can be written uniquely
as Mτk, where M is an m-by-n matrix with coefficients in C∞ and τ : V → V sends the vector (vi)i
to (vqi )i.

Proof. Fix f ∈ Homk(V,W ). For all v ∈ V and for all c ∈ C∞ we have:

f ◦ τ−k(cv) = f
Ä
cq

−k
τ−k(v)

ä
= c

Ä
f ◦ τ−k(v)

ä
,

hence f ◦ τ−k can be represented by an m-by-n matrix.

Corollary 5.2.3. If V and W are finite topological C∞-vector spaces, all functions in Homk(V,W )
are continuous. In particular, there is a natural immersion from Hom(V,W ) to the set of continuous
Fq-linear homomorphisms from V to W .

Remark 5.2.4. We can extend the adjoint to a map ∗ : Hom(V,W ) → Hom(W∨, V ∨). If V,
W are finite C∞-vector spaces, the adjoint is a bijection. If moreover V = W , the space
End(V ) := Hom(V, V ) has a natural noncommutative algebra structure induced by the composi-
tion, and ∗ : End(V )→ End(V ∨) is an anti-isomorphism of algebras.

Remark 5.2.5. The algebra
⊕

k∈Z≥0
Endk(E(C∞)) is naturally isomorphic to the algebra of endo-

morphisms of E as an Fq-module scheme over C∞ (see for example [Gos98][Lemma 5.4.4]).

Definition 5.2.6. The action ϕ∗ : A→ End(E(C∞)∨) ⊆ EndcontFq
(E(C∞)∨) is defined as the adjoint

of ϕ : A→ End(E(C∞)).

Remark 5.2.7. For all a ∈ A, if we write ϕa =
∑
k(ϕa)k ∈ End(E(C∞)), we have that ϕ∗

a =
∑
k(ϕa)∗

k.
In the special case of Drinfeld modules, where we take E = Ga, this notation agrees with the one

established in Proposition 4.3.11.

Definition 5.2.8. Let E = (E, ϕ) be an Anderson A-module. For any discrete A-module M , its
set of dual Anderson eigenvectors is defined as the A-module of continuous A-linear homomorphisms
Homcont

A (M̂,E(C∞)∨) ⊆ E(C∞)∨⊗̂M . We denote by Sfϕ∗ : A −Mod → A −Mod the natural
functor that extends this map.
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Remark 5.2.9. We can write as follows the property of being a dual Anderson eigenvector
ζ =

∑
i zi ⊗mi ∈ E(C∞)∨⊗̂M . For all a ∈ A:

∑
i

zi ⊗ ami =
(∑

j

(ϕa)∗
j ⊗ 1

)Ç∑
i

zi ⊗mi

å
=

∑
i,j

(ϕa)∗
jzi ⊗mi =

∑
i,j

(τ−j ◦ zi ◦ (ϕa)j)⊗mi.

From now on, let E = (Ga, ϕ) be a Drinfeld module. In this case, we can naturally iden-
tify Ga(C∞)∨ with C∞. To avoid confusion, we denote this object by Cϕ

∗
∞ , to underline its A-

module structure. If for any a ∈ A we write ϕa =
∑
i aiτ

i, under this action a sends c ∈ Cϕ
∗

∞ to
ϕ∗
a(c) =

∑
i a
q−i

i cq
−i .

Theorem 5.2.10. Let (Ga, ϕ) be a Drinfeld module of rank r. The functor Sfϕ∗ is naturally isomor-
phic to HomA(Λϕ,_); moreover, the universal object in Cϕ

∗
∞ ⊗̂Λϕ corresponds to the map

Λ̂ϕ ∼= ker exp∗
ϕ ⊆ Cϕ

∗
∞ and can be expressed as −

∑
λ∈Λϕ\{0} λ

−1 ⊗ λ.

Proof. The map exp∗
ϕ : Cϕ

∗
∞ → C∞ is a continuous A-linear morphism; for any discrete A-module M ,

it induces a morphism Sfϕ∗(M)→ Homcont
A (M̂,C∞), where the Pontryagin dual M̂ = HomFq (M,Fq)

is endowed with its natural structure of compact A-module. Fix some ζ ∈ Sfϕ∗(M), with image ζ:
since M̂ is compact, the image of ζ must be a compact sub-A-module of C∞, but for any c ∈ C∞ \{0}
the set A · c is unbounded, hence ζ ≡ 0. We deduce that the image of ζ : M̂ → Cϕ

∗
∞ must be contained

in ker exp∗
ϕ, which by Theorem 5.1.6 is isomorphic as a topological A-module to Λ̂ϕ; we have the

following natural isomorphisms:

Sfϕ∗(M) = Homcont
A (M̂, ker exp∗

ϕ) ∼= Homcont
A

(ÿ�ker exp∗
ϕ,M

)
∼= HomA(Λϕ,M),

where we used Lemma 2.1.6 for the second isomorphism.
The universal object ζϕ ∈ Cϕ

∗
∞ ⊗̂Λϕ is given by the natural morphism

ψ : Λ̂ϕ ∼= ker exp∗
ϕ ⊆ Cϕ

∗
∞

of Theorem 5.1.6, which by Proposition 5.1.18 sends g ∈ Λ̂ϕ to −
∑
λ∈Λϕ\{0}

g(λ)
λ .

If we fix an Fq-basis (λi)i of Λϕ, with (λ∗
i )i dual basis of Λ̂ϕ, by Proposition 2.1.14 we can write

ζϕ =
∑
i ψ(λ∗

i )⊗ λi, hence:

ζϕ =
∑
i

Ñ
−

∑
λ∈Λϕ\{0}

λ∗
i (λ)
λ

é
⊗ λi = −

∑
λ∈Λϕ\{0},i

λ−1 ⊗ λ∗
i (λ)λi = −

∑
λ∈Λϕ\{0}

λ−1 ⊗ λ.

Definition 5.2.11. We define the universal dual Anderson eigenvector ζϕ ∈ C∞⊗̂Λϕ as the universal
object of the functor Sfϕ∗ .

Corollary 5.2.12. For all discrete A-modules M , Sfϕ∗(M) is isomorphic to HomA(Λϕ,M) as an
A⊗A-module. In particular, for any M we have the following equality between subsets of C∞⊗̂M :

Sfϕ∗(M) =

 ∑
λ∈Λϕ\{0}

λ−1 ⊗ l(λ)
∣∣∣∣l ∈ HomA(Λϕ,M)

 .
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Remark 5.2.13. Fix an Fq-basis (λi)i of the discrete A-module Λϕ, with (λ∗
i )i dual basis of Λ̂ϕ. By

Proposition 2.1.14 we can express the universal object in the following alternative way as an element
of Cϕ

∗
∞ ⊗̂Λϕ:

ζϕ =
∑
i

ψ(λ∗
i )⊗ λi,

where ψ denotes Poonen’s isomorphism Λ̂ϕ ∼= ker(exp∗
ϕ) ⊆ Cϕ

∗
∞ .

5.3 A convergence result for the universal Anderson eigenvector

Let’s fix a Drinfeld module (Ga, ϕ) of rank 1 with period lattice Λϕ, and write ζϕ =∑
i zi ⊗ λi ∈ C∞⊗̂Λϕ, where (λi)i≥1 is an ordered basis of Λϕ.If we assume ∞ ∈ X(Fq), Chung,

Ngo Dac, and Pellarin proved that, for any nonnegative integer k,
∑
i z
qk

i λi converges to the k-th
coefficient of the logarithm, while for any negative integer k it converges to 0 ([CNP23]).

We aim to prove this result for a Drinfeld module of arbitrary rank, exploiting the defining
property of the universal Anderson eigenvector.

Proposition 5.3.1. Let (Ga, ϕ) be a Drinfeld module of rank r, fix an Fq-linear basis (λi)i≥1 of Λϕ,
and write ζϕ =

∑
i zi⊗λi ∈ C∞⊗̂Λϕ. Then, for all integers k the series

∑
i z
qk

i λi converges; moreover,
if k ≥ 0 it converges to the k-th coefficient of the logarithm lk, while if k < 0 it converges to 0.

Proof. Let’s fix a ∈ A \ Fq (since X is geometrically irreducible, deg(a) > 0) and fix an ordered basis
(λ′′
i )i≥1 of Λϕ. By Lemma 5.1.12 there is some N such that, for all i > N , ∥λ′′

i+r deg(a)∥ = ∥aλ′′
i ∥; for

i > 0, let’s define

λ′
i+N :=

{
λ′′
i+N if 1 ≤ i ≤ r deg(a)
aλ′

i+N−r deg(a) if i > r deg(a)
,

so that ∥λ′
i∥ = ∥λ′′

i ∥ for all i > N . By Lemma 5.1.12, the rank of Λ′ := SpanFq
({λ′

i}i>N ) ⊆ Λϕ as
an Fq[a]-module is r deg(a), hence the elements {λ′

i}N<i≤N+r deg(a), which generate Λ′ as an Fq[a]-
module, are Fq[a]-linearly independent. In particular, the sequence (λ′

i)i>N forms an ordered basis of
Λ′, hence, by Lemma 5.1.11, Λ′ has codimension N in Λϕ. We choose λ′

1, . . . , λ
′
N ∈ Λϕ to extend the

basis of Λ′ to Λϕ.
Let’s write ζϕ =

∑
i z

′
i ⊗ λ′

i; if we denote by (λ′
i
∗)i the corresponding dual basis of Λ̂ϕ, and if we

call ψ Poonen’s isomorphism Λ̂ϕ ∼= ker(exp∗
ϕ) ⊆ C∞, by Remark 5.2.13 we know that z′

i = ψ(λ′
i
∗); in

particular, for i≫ 0, we have

z′
i = ψ(λ′

i
∗) = ψ(aλ′

i+r deg(a)
∗) = ϕ∗

a

Ä
ψ(λ′

i+r deg(a)
∗)
ä

= ϕ∗
a(z′

i+r deg(a)).

Let’s write ϕ∗
a =

∑
k τ

−kak. There is some real constant ε > 0 such that that, for any c ∈ C∞ with
∥c∥ < ε, ∥ϕ∗

a(c)∥ = ∥ar deg(a)c∥q
−r deg(a) . Since the sequence (z′

i)i converges to 0, for i ≫ 0 we have
∥z′
i∥ = ∥ϕ∗

a(z′
i+r deg(a))∥ = ∥ar deg(a)z

′
i+r deg(a)∥

q−r deg(a) , hence ∥z′
i+r deg(a)∥ = ∥z′

i∥q
r deg(a)∥ar deg(a)∥−1.

For any positive real constant ε < 1 there is a positive integer M such that, for all i > M ,
∥z′
i∥∥ar deg(a)∥

− 1
q−1 < ε. By recursion—assuming M is large enough—we deduce that, for all k ≥ 0

and for all i > M :

∥z′
i+kr deg(a)∥ = ∥z′

i∥q
kr deg(a)∥ar deg(a)∥

− qkr deg(a)−1
q−1 < εq

kr deg(a)∥ar deg(a)∥
1

q−1 .
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In particular, by setting i = M + 1, . . . ,M + r deg(a), and setting δ := εq
−M−r deg(a)

< 1, we deduce
that ∥z′

n∥ < δq
n∥ar deg(a)∥

1
q−1 for n ≥ M . Since λ′

n+r deg(a) = aλ′
n for n ≫ 0, there is a real constant

C > 0 such that ∥λ′
n∥ < C∥a∥

n
r deg(a) = Cq

n
r for all n, hence for all k ∈ Z we have

lim sup
n
∥z′
n∥q

k∥λ′
n∥ < C∥ar deg(a)∥

1
q−1 · lim sup

n
δq

n+k
q

n
r = 0.

We deduce that the series
∑
n z

′
n
qk

λ′
n converges in C∞ for any integer k.

For all i, we can write λ′
i as a finite sum

∑
j αi,jλj with constants αi,j ∈ Fq, so we have:

ζϕ =
∑
i

z′
i ⊗ λ′

i =
∑
i

z′
i ⊗

(∑
j

αi,jλj

)
=

∑
i

∑
j

αi,jz
′
i ⊗ λj =

∑
j

Ç∑
i

αi,jz
′
i

å
⊗ λj .

For all j, we deduce zj =
∑
i αi,jz

′
i. Moreover, for any integer k:

∑
j

zq
k

j λj =
∑
j

(∑
i≥j

αi,jz
′
i
qk

)
λj =

∑
i

z′
i
qk

(∑
j≤i

αi,jλj

)
=

∑
i

z′
i
qk

λ′
i.

For all k, let’s set l′k :=
∑
i z

′
i
qk

λ′
i. If k > 0, we have:

lk =
∑
λ∈Λϕ

λ1−qk =
∑
λ∈Λϕ

λ−qk ∑
i

λ′
i
∗(λ)λ′

i =
∑
i

Ñ ∑
λ∈Λϕ

λ−qk
λ′
i
∗(λ)

é
λ′
i

=
∑
i

Ñ ∑
λ∈Λϕ

λ−1λ′
i
∗(λ)

éqk

λ′
i =

∑
i

g(λ′
i
∗)qk

λ′
i =

∑
i

z′
i
qk

λ′
i = l′k.

Note that for all a ∈ A,
∑
i z

′
i ⊗ aλi =

∑
i ϕ

∗
a(z′

i)⊗ λi, hence for any integer k we have the identity:

∑
i

z′
i
qk

λi =
∑
i

ϕ∗
a(z′

i)q
k
λi.

Define log′
ϕ :=

∑
k l

′
kτ

k ∈ C∞[[τ−1, τ ]]. For all a ∈ A, if we write ϕ∗
a =

∑
j τ

−jaj , we have:

a log′
ϕ = a

∑
k

l′kτ
k =

∑
k

∑
i

aλ′
iz

′
i
qk

τk =
∑
k

∑
i

λ′
iϕ

∗
a(z′

i)q
k
τk =

∑
k

∑
i

λ′
i

(
ajz

′
i

)qk−j

τk

=
∑
k

∑
j

Ç∑
i

λ′
iτ
k−jz′

i

å
ajτ

j =
∑
k

∑
j

l′k−jτ
k−jajτ

j = log′
ϕ ◦ϕa.

Since logϕ has the same property, logϕ− log′
ϕ is a series in C∞[[τ−1]] such that a(logϕ− log′

ϕ) =
(logϕ− log′

ϕ)ϕa for all a ∈ A. If by contradiction logϕ− log′
ϕ ̸= 0, the degrees of both sides would

differ for all a ∈ A \ Fq: we deduce that logϕ = log′
ϕ, hence l′k = 0 for all k < 0 and l′0 = 1.
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5.4 Pairing of Anderson eigenvectors and dual Anderson eigenvec-
tors

Let’s fix a Drinfeld module (Ga, ϕ) of rank r.
By Theorem 4.3.32, if ∞ ∈ X(Fq) and ϕ has rank 1 and is normalized with respect to some sign

function sgn : A → Fq, the product of an element in Sfϕ∗(A) and an element in Sfϕ(A) is a rational
function over XC∞ .

To generalize this statement to Drinfeld modules of arbitrary rank, we need a proper way of
"multiplying" ζϕ and ωϕ. The aim of this section is to define a the dot product ζϕ · ωϕ ∈ C∞⊗̂Ω and
study its properties.

5.4.1 Definition and rationality of the dot products ζϕ · ω(k)
ϕ

Let’s start with the following lemma.

Lemma 5.4.1. Let (λi)i be an Fq-linear basis of Λϕ and (λ∗
i )i the corresponding dual basis of Λ̂ϕ The

following AC∞-linear pairing is well defined:

C∞⊗̂Λϕ C∞⊗̂(HomA(Λϕ,Ω)) C∞⊗̂Ω

∑
i ci ⊗ λi

∑
j dj ⊗ (λ∗

j ⊗ ωj)
∑
i,j(cidj)⊗ (λ∗

j (λi)ωj)

f g

⊗

⊗ 7→

: = : =

Moreover, under the identifications

C∞⊗̂Λϕ = Homcont
Fq

Ä
Λϕ ⊗A K∞⧸A,C∞

ä
and C∞⊗̂Ω = Homcont

Fq

Ä
K∞⧸A,C∞

ä
,

for all b ∈ K∞⧸A we have:
g(b) =

∑
i

cif(λi ⊗ b).

Proof. The morphism is well defined because for all ε > 0 there are finitely many pairs of indices (i, j)
such that ∥cidj∥ > ε; the AC∞-linearity is also obvious from the definition. Call res : Ω⊗K∞/A→ Fq
and resΛϕ

: (HomA(Λϕ,Ω)) ⊗
Ä
Λϕ ⊗A K∞⧸A

ä
→ Fq the two perfect pairings outlined in Theorem

2.1.10 and Remark 2.1.11. We have:

g(b) =
∑
i,j

cidj res(λ∗
j (λi)ωj , b) =

∑
i

ci
∑
j

dj resΛϕ
(λ∗
j ⊗ ωj , λi ⊗ b) =

∑
i

cif(λi ⊗ b).

The pairing defined in Lemma 5.4.1 is denoted by a dot product. For any element h ∈ C∞⊗̂Ω =
Homcont

Fq

Ä
K∞⧸A,C∞

ä
and for any b ∈ K∞ with projection b ∈ K∞⧸A, to simplify notation we write

h(b) to denote h(b). We can now state a partial generalization of Theorem 4.3.32.

Theorem 5.4.2. For any Drinfeld module ϕ, for all integers k, the dot product ζϕ ·ω
(k)
ϕ in C∞⊗̂Ω is

a rational differential form over the base-changed curve XC∞. Moreover, for all positive integers k,
ζϕ · ω

(k)
ϕ ∈ ΩC∞ := C∞ ⊗Fq Ω.
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Proof. As an element of Homcont
Fq

(
K∞Λϕ⧸Λϕ,C∞

)
, ωϕ sends the projection of any c ∈ K∞Λϕ to

expϕ(c) by Theorem 2.2.9. By Lemma 5.4.1, since ζϕ = −
∑
λ∈Λϕ\{0} λ

−1 ⊗ λ, for all b ∈ K∞ and for
all integers k we have:

ζϕ · ω
(k)
ϕ (b) = −

∑
λ∈Λϕ\{0}

exp(bλ)qk

λ
=

Ñ
−

∑
λ∈Λϕ\{0}

exp(bλ)
λq−k

éqk

.

By Proposition 5.1.19, for all positive integers k, if b ∈ K∞ has norm at most q− k+1
r , ζϕ · ω

(k)
ϕ (b) = 0.

Let’s denote by C ⊆ K∞⧸A the subspace generated by the projections of elements in K∞ with norm
at most q− k+1

r , and denote by Q the quotient K∞⧸A
/
C. Since Q is a finite Fq-vector space, we get

the following:

Homcont
Fq

Ä
K∞⧸A,C∞

ä
⊇ Homcont

Fq
(Q,C∞) = HomFq (Q,C∞) = C∞ ⊗ Q̂.

Since ζϕ · ω
(k)
ϕ restricted to C is identically 0, it’s contained in C∞ ⊗ Q̂, therefore it can be expressed

as a finite sum:
ζϕ · ω

(k)
ϕ =

∑
i

ci ⊗ µi ∈ C∞ ⊗ Q̂ ⊆ C∞ ⊗
÷K∞⧸A = ΩC∞ .

Since the ζϕ ·ω
(i)
ϕ is a rational differential form over XC∞ for all i > 0 we proceed by (backwards)

induction to prove it for all negative integers. Fix some k ≤ 0 and suppose that ζϕ · ω
(i)
ϕ is a rational

differential form over XC∞ for all i > k; fix some a ∈ A \ Fq. From the definition of special functions
we have:

(1⊗ a− a⊗ 1)ωϕ =
r deg(a)∑
i=1

(ϕa)iω(i)
ϕ

=⇒ζϕ · ω
(k)
ϕ = 1

1⊗ a− aqk ⊗ 1

r deg(a)∑
i=1

(ϕa)q
k

i ζϕ · ω
(k+i)
ϕ ,

hence ζϕ · ω
(k)
ϕ is a rational differential form over XC∞ .

Remark 5.4.3. From the previous proof we deduce that, if we can compute the dot product ζϕ ·ω
(k)
ϕ

for r deg(a) consecutive integers k, then we can compute it for any value of k.

5.4.2 Computation of the dot products ζϕ · ω(k)
ϕ for k ≪ 0

We can expand on the previous theorem. In fact, we are able to describe explicitly the differential
form ζ

(k)
ϕ · ωϕ for k large enough by using once again Proposition 5.1.19.

Theorem 5.4.4. For all b ∈ K∞ denote by s(b) ∈ K∞ an element of smallest norm such that
b− s(b) ∈ A. For all integers k > re

Äö
2g−2
e

ù
+ 1
ä
, we have the following identity for all b ∈ K∞:

ζ
(k)
ϕ · ωϕ(b) =

k∑
j=0

ejl
qj

k−js(b)
qj
.
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Proof. Recall that the norm of all elements in K∞ is an integer power of qe. Fix any b ∈ K∞, suppose
∥s(b)∥ = qed for some integer d; the Fq-vector space H0(X, d∞)⧸H0(X, (d− 1)∞) has dimension
less than e, otherwise there would be some a ∈ H0(X, d∞) ⊆ A such that ∥s(b) − a∥ < ∥s(b)∥,
contradicting the minimality condition on s(b). By Riemann–Roch, if e(d − 1) > 2g − 2, the spaces
H0(X, (d− 1)∞) and H0(X, d∞) have dimension respectively e(d− 1)− g+ 1 and ed− g+ 1, which
is a contradiction, hence ∥s(b)∥ ≤ qe(⌊

2g−2
e ⌋+1). Since k−1

r ≥ e
Äö

2g−2
e

ù
+ 1
ä
, by Proposition 5.1.19

we have:

ζ
(k)
ϕ · ωϕ(b) = ζ

(k)
ϕ · ωϕ(s(b)) = −

∑
λ∈Λϕ\{0}

expϕ(s(b)λ)
λqk =

k∑
j=0

ejl
qj

k−js(b)
qj
.

Remark 5.4.5. Equivalently, for all integers k > re
Äö

2g−2
e

ù
+ 1
ä

and for all b ∈ K∞:

ζϕ · ω
(−k)
ϕ (b) =

(
k∑
j=0

ejl
qj

k−js(b)
qj

)q−k

.

Given any integer i and any b ∈ K∞, this result allows us to compute ζϕ · ω
(i)
ϕ (b) in the same way we

proved rationality in Theorem 5.4.2, as we observed in Remark 5.4.3.

5.4.3 The generating series of the dot products ζϕ · ω(k)
ϕ

Using Theorem 5.4.4 and Remark 5.4.5, we can compute the dot product ζϕ · ω
(k)
ϕ for any

k ≥ −re
Äö

2g−2
e

ù
+ 1
ä
, but since the sketched algorithm is recursive, it’s necessary to compute all the

intermediate dot products ζϕ · ω
(i)
ϕ for −re

Äö
2g−2
e

ù
+ 1
ä
≤ i ≤ k.

The objective of this subsection is to streamline this computation by studying the generating
series: ∑

k∈Z

ζϕ · ω
(k)
ϕ τk ∈ C∞[[τ, τ−1]].

Definition 5.4.6. Denote by C∞⟨τ⟩ the subset of C∞[[τ ]][τ−1] given by the series with a nonzero
radius of convergence on C∞.

Remark 5.4.7. The set C∞⟨τ⟩ is closed under addition and composition, hence it is a subring of
C∞[[τ ]][τ−1].

Remark 5.4.8. Since the radius of convergence of h =
∑
i hiτ

i ∈ C∞[[τ ]][τ−1] is the inverse of
lim supi→∞ ∥hi∥q

−i , we have that h ∈ C∞⟨τ⟩ if and only if lim supi→∞ ∥hi∥q
−i
<∞.

Lemma 5.4.9. Every nonzero element h ∈ C∞[τ, τ−1] admits a (unique) bilateral inverse in C∞⟨τ⟩.

Proof. There is a unique nonzero c ∈ C∞ and a unique k ∈ Z such that h′ := τkch can be written
as

∑
i≥0 hiτ

i with h0 = 1; since τkc is invertible in C∞⟨τ⟩, it suffices to prove it for h′. If we call
h+ :=

∑
i≥1 hiτ

i, the series
∑
i≥0 h

i
+ is a well defined bilateral inverse of h′ in C∞[[τ ]]. Since h′ has

finitely many nonzero coefficients, it’s easy to see that there is some R ∈ R>0 and some positive real
constant C < 1 such that, for all x ∈ C∞ with norm less than R, ∥hixq

i∥ ≤ C∥x∥ for all i ≥ 1.
In particular, for all x ∈ C∞ with norm less than R, each of the finitely many summands in the
expansion of hi+(x) has norm at most Ci∥x∥, hence the series

∑
i≥0 h

i
+(x) converges. We deduce that

the series
∑
i≥0 h

i
+ has a nonzero radius of convergence, hence it belongs to C∞⟨τ⟩.
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Definition 5.4.10. For all c ∈ K∞ we define Φc ∈ C∞⟨τ⟩ as expϕ ◦c ◦ logϕ.

Remark 5.4.11. For all a ∈ A, Φa = ϕa. The map Φ : K∞ → C∞⟨τ⟩ sending c to Φc is the unique
ring homomorphism which extends ϕ : A→ C∞⟨τ⟩ such that the k-th coefficient (Φ)k : K∞ → C∞ is
a continuous function for all k ∈ Z.

Proposition 5.4.12. Let µ : K∞ → C∞[[τ, τ−1]] be a function with the following properties:

(i) ∀k ∈ Z the function sending c to (µc)k is Fq-linear and continuous;

(ii) ∀a ∈ A, c ∈ K∞, µac = µcϕa;

(iii) ∀a ∈ A, µa = 0;

(iv) ∀R ∈ R∃n0 ∈ Z such that for all n ≥ n0, for all c ∈ K∞ with ∥c∥ ≤ R, (µc)n = (Φc)n.

Then, µ is uniquely determined; in particular, for any c ∈ K∞, we have:

µc =
∑
k∈Z

Ä
ζ

(k)
ϕ · ωϕ

ä
(c)τk.

Proof. To prove uniqueness, let’s take two such functions µ and µ′, and define λ := µ− µ′. For each
element c ∈ K∞ let s(c) be an element of least norm such that c−s(c) ∈ A. As we already said in the
proof of Theorem 5.4.4, ∥s(c)∥ ≤ qe(⌊

2g−2
e ⌋+1) for all c ∈ K∞; using properties (i),(iii), and (iv) with

R = qe(⌊
2g−2

e ⌋+1), we deduce that there is some integer n0 such that, for all n ≥ n0, for all c ∈ K∞:

(λc)n = (λs(c))n + (λc−s(c))n = (λs(c))n = (µs(c))n − (µ′
s(c))n = (Φs(c))n − (Φs(c))n = 0.

If by contradiction λ ̸≡ 0, there is an element c ∈ K∞ such that λc has the highest degree; by property
(ii), for any a ∈ A \ Fq, λac = λcϕa, which has a greater degree than λc, reaching a contradiction.

Let’s check that µc :=
∑
k∈Z

Ä
ζ

(k)
ϕ · ωϕ

ä
(c)τk satisfies the conditions (i)-(iv). The properties (i)

and (iii) are obvious. For property (iv), note that for all c ∈ K∞

(Φc)k = (expϕ ◦c ◦ logϕ)k =
∑
i+j=k

eic
qi
lq

i

j ,

which is equal to
Ä
ζ

(k)
ϕ · ωϕ

ä
(c) for all k ≥ r · logq(∥c∥)+1 by Proposition 5.1.19. Finally, for property

(ii), since ζϕ is an Anderson eigenvector, for all a ∈ A we have:

(1⊗ a)ζϕ =
r deg(a)∑
i=0

(ϕa)q
−i

i ζ
(−i)
ϕ =⇒ ∀k ∈ Z : (1⊗ a)ζ(k)

ϕ =
r deg(a)∑
i=0

(ϕa)q
k−i

i ζ
(k−i)
ϕ .

We deduce that, for all c ∈ K∞:

µcϕa =
(∑
k∈Z

Ä
ζ

(k)
ϕ · ωϕ

ä
(c)τk

)(
r deg(a)∑
i=0

(ϕa)iτ i
)

=
∑
k∈Z

(
r deg(a)∑
i=0

(ϕa)q
k−i

i

Ä
ζ

(k−i)
ϕ · ωϕ

ä
(c)
)
τk

=
∑
k∈Z

Ä
(1⊗ a)ζ(k)

ϕ · ωϕ
ä

(c)τk =
∑
k∈Z

Ä
ζ

(k)
ϕ · ωϕ

ä
(ac)τk = µac.
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Remark 5.4.13. As a function, µc never converges if c ̸∈ A. For example, for all c ∈ K \ A we can
choose a ∈ A so that ca ∈ A, and we get that µcϕa = µac = 0: since µc ̸= 0, this implies that its
radius of convergence is 0.

Definition 5.4.14. For all c ∈ K∞ we define Φ̂c := (Φc − µc)∗ ∈ C∞[[τ, τ−1]].

Proposition 5.4.15. For all c ∈ K∞, the series Φ̂c has a nonzero radius of convergence. More-
over, the map Φ̂ : K∞ → C∞⟨τ⟩ sending c to Φ̂c is the unique ring homomorphism which extends
ϕ∗ : A → C∞⟨τ⟩ such that the k-th coefficient

Ä
Φ̂
ä
k

: K∞ → C∞ is a continuous function for all
k ∈ Z.

Proof. Uniqueness is obvious: by multiplicativity there is at most one way to extend ϕ∗ to the fraction
field K, and by continuity there is at most one way to extend it to the completion K∞. By definition
of Φ and µ, each coefficient of Φ̂c is a continuous function of c.

For all c ∈ K∞, by Proposition 5.1.19 we have (Φ̂c)k = ((Φc − µc)∗)k = 0 for k ≪ 0, hence
Φ̂c ∈ C∞[[τ ]][τ−1]. On the other hand, for k ≫ 0:

((Φ̂c)k)q
−k = ((−µ∗

c)k)q
−k = −(µc)−k = −

Ä
ζ

(−k)
ϕ · ωϕ

ä
(c) =

∑
λ∈Λϕ\{0}

exp(cλ)
λq−k ;

all the numerators of the series belong to the compact space exp(K∞Λϕ) ∼= K∞Λϕ⧸Λϕ, and since
Λϕ ⊆ C∞ is discrete all the denominators are bounded from below: this means that the set
{((Φ̂c)k)q

−k}k≫0 is bounded, hence Φ̂c ∈ C∞⟨τ⟩ by Remark 5.4.8. For all a ∈ A, for all c ∈ K∞:

Φ̂a = (Φa − µa)∗ = ϕ∗
a

ϕ∗
a ◦ Φ̂c = (Φc ◦ ϕa − µc ◦ ϕa)∗ = (Φac − µac)∗ = Φ̂ac,

which proves that Φ̂ extends ϕ∗ multiplicatively.

Remark 5.4.16. For all c ∈ K∞ we have:

µ∗
c =

∑
k∈Z

Ä
ζϕ · ω

(k)
ϕ

ä
(c)τk.

In retrospect, we can express the results of this subsection with the following theorem.

Theorem 5.4.17. Let Φ, Φ̂ : K∞ → C∞⟨τ⟩ be the unique ring homomorphisms which extend respec-
tively ϕ, ϕ∗ : A → C∞⟨τ⟩ and such that their k-th coefficient is a continuous function from K∞ to
C∞ for all k ∈ Z. The following identity holds in the C∞[τ, τ−1]-module C∞[[τ, τ−1]] for all c ∈ K∞:∑

k∈Z

Ä
ζϕ · ω

(k)
ϕ

ä
(c)τk = Φ∗

c − Φ̂c.

This Theorem allows us to partially carry out the computation of the dot products ζϕ ·ω
(k)
ϕ , such

as in the following Proposition.

Proposition 5.4.18. For all c ∈ K∞ with norm less than 1:Ä
ζϕ · ω

(k)
ϕ

ä
(c) =

®
c if k = 0;
0 if 1 ≤ k ≤ er − 1.
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Proof. For all c ∈ K∞ the lowest degree of Φ̂c is −r deg(c), while the highest degree of Φ∗
c is 0. In

particular, if ∥c∥ < 1, i.e. deg(c) ≤ −e, we have:Ä
ζϕ · ω

(k)
ϕ

ä
(c) = (Φ∗

c − Φ̂c)k =
®

(Φ∗
c − Φ̂c)0 = (Φ∗

c)0 = c if k = 0;
(Φ∗

c − Φ̂c)k = 0 if 1 ≤ k ≤ er − 1.

5.5 Explicit computations in some relevant special cases

5.5.1 Application to the case of genus 0 and arbitrary rank

Thanks to Theorem 5.4.17, we can compute efficiently the dot products ζϕ ·ω
(k)
ϕ in the case of genus 0

and rational point at infinity. In this subsection we suppose X = P1
Fq

, and we fix a rational function
θ over X with a simple pole at ∞. In this case we can write A = Fq[θ], K∞ = Fq((θ−1)) and
Ω = Fq[θ]dθ, where dθ : K∞⧸A→ Fq sends θn to δ−1,n for all n ∈ Z.

Proposition 5.5.1. Let ϕ : Fq[θ] → C∞[τ ] be a Drinfeld module of rank r. We have the following
identities in C∞⊗̂Ω:

ζϕ · ωϕ = dθ
θ ⊗ 1− 1⊗ θ ;

ζϕ · ω
(k)
ϕ = 0 ∀1 ≤ k ≤ r − 1.

Proof. By Proposition 5.4.18, for all n > 0 we have:Ä
ζϕ · ω

(k)
ϕ

ä
(θ−n) =

®
θ−n if k = 0
0 if 1 ≤ k ≤ r − 1

.

Since θn ∈ A for all n ≥ 0, we also have
Ä
ζϕ · ω

(k)
ϕ

ä
(θn) = 0 for all n ≥ 0 and for all k so, if

1 ≤ k ≤ r − 1, ζϕ · ω
(k)
ϕ is identically zero. If instead k = 0 we have the following identity for all

integers n:

((θ ⊗ 1− 1⊗ θ)ζϕ · ωϕ) (θn) = θ (ζϕ · ωϕ(θn))− ζϕ · ωϕ(θn+1) = δ−1,n = dθ(θn),

hence ζϕ · ωϕ = dθ
(θ⊗1−1⊗θ) .

We now relate the usual definition of Anderson generating functions to the universal Anderson
eigenvector, by giving a basis-dependent description of the latter.

Lemma 5.5.2. Fix the A-linear bases {π1, . . . , πr} of Λϕ and {π∗
1, . . . , π

∗
r} of HomA(Λϕ, A), where

π∗
i (πk) = δi,k. Then, we have:

ωϕ =
r∑
i=1

∑
j≥0

expϕ
( πi
θj+1

)
⊗ θjπ∗

i dθ, ζϕ =
r∑
i=1

∑
j≥0

Ñ ∑
λ∈Λϕ\{0}

dθπ∗
i

θj+1 (λ)λ−1

é
⊗ θjπi.
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Proof. When used as indices, we imply i to vary among the integers between 1 and r, extremes
included, and j to vary among the nonnegative integers. The chosen bases induce an isomorphism
HomA(Λϕ,Ω) ∼=

⊕
iAdθπ∗

i . The Fq-linear basis {θjdθπ∗
i }i,j of HomA(Λϕ,Ω) induces a dual basis

{θ−j−1πi}i,j of ¤�HomA(Λϕ,Ω) ∼= K∞Λϕ⧸Λϕ. Similarly, the Fq-linear basis {θjπi}i,j of Λϕ: induces the

dual basis {θ−j−1dθπ∗
i }i,j of Λ̂ϕ ∼= K∞ HomA(Λϕ,Ω)⧸HomA(Λϕ,Ω). This proves the lemma, by virtue

of Remark 2.2.13 and the proof of Theorem 5.2.10.

Definition 5.5.3. For i = 1, . . . , r we define the i-th Anderson generating function as:

ωϕ,i :=
∑
j≥0

expϕ
( πi
θj+1

)
⊗ θj ∈ C∞⊗̂A.

Similarly, for i = 1, . . . , r we define the i-th dual Anderson generating function as:

ζϕ,i =
∑
j≥0

Ñ ∑
λ∈Λϕ\{0}

dθπ∗
i

θj+1 (λ)λ−1

é
⊗ θj ∈ C∞⊗̂A.

Remark 5.5.4. For all integers 1 ≤ i ≤ r, ωϕ,i and ζϕ,i are the unique elements in C∞⊗̂A such that
the identities (1⊗πi)(ωϕ) = ωϕ,idθ and (1⊗π∗

i )(ζϕ) = ζϕ,i hold (in C∞⊗̂Ω and C∞⊗̂A, respectively).

Definition 5.5.5. Let’s define ωϕ := (ω(j−1)
ϕ,i )i,j ∈ Matr×r(C∞⊗̂A). We call it the rigid analitic

trivialization of the t-motive attached to ϕ.

The previous matrix has been studied in various articles (see for example [Pel08][Section 4.2],
[KP23], [GP19]). We can use it to state the following Theorem.

Theorem 5.5.6. The product of ζϕ ∈ Mat1×r(C∞⊗̂A) and ωϕ ∈ Matr×r(C∞⊗̂A) is the vector
1

(θ⊗1−1⊗θ) · (1, 0, . . . , 0) ∈ Mat1×r(C∞⊗̂A).

Proof. Note that we have interpreted ζϕ as (ζϕ,i)i ∈ Mat1×r(C∞⊗̂A). If we multiply by dθ ∈ Ω the
j-th coordinate of the product, we get:

r∑
i=1

ω
(j−1)
ϕ,i ζϕ,idθ =

Ç
r∑
i=1

ωϕ,iπ
∗
i dθ
å(j−1)

·
Ç

r∑
i=1

ζϕ,iπi

å
= ω

(j−1)
ϕ · ζϕ,

which is dθ
(θ⊗1−1⊗θ) if j = 1 by Proposition 5.5.1, and 0 otherwise by Proposition 5.4.18.

Remark 5.5.7. It’s a well known result that the determinant of the matrix ωϕ is nonzero (see for
example [GP19][Prop. 6.2.4]), so by the previous theorem we can recover ζϕ from ωϕ.

5.5.2 Application to the case of hyperelliptic curves

In the case of rank 1 normalized Drinfeld modules, Theorem 4.3.32 can be used to express the rational
form ζϕ ·ωϕ in terms of the Drinfeld divisor. While Theorem 5.4.17, in principle, completely describes
the form ζϕ · ωϕ, it’s not as explicit a result for arbitrary curves.

In this subsection we restrict ourselves to the case of a hyperelliptic curve X with hyperelliptic
divisor 2∞ and a Drinfeld module ϕ of rank 1. We use the results of the previous sections to recover



90 CHAPTER 5. PELLARIN’S IDENTITY FOR DRINFELD A-MODULES

an expression for the scalar product ζϕ ·ωϕ and for the shtuka function fϕ in terms of the coefficients
of ϕ.

A curve X of genus g is hyperelliptic if and only if there is a divisor D of degree 2, called
hyperelliptic divisor, such that dimFq (H0(X,D)) = 2. If we assume D = 2∞, there is a rational
function x ∈ A of degree 2. Let’s denote by y an element of A with the smallest odd degree.
Remark 5.5.8. An Fq-linear basis of A is B0 := {xi, xiy}i≥0. In particular, the only positive integers
that are not degrees of elements in A are the odd positive integers smaller than deg(y); by Riemann–
Roch’s theorem, this set has cardinality g, hence deg(y) = 2g+ 1. Expanding y2 in terms of the basis
B0, we deduce that there are polynomials P,Q ∈ Fq[t] such that y2 = Q(x)y + P (x), where P has
degree 2g + 1 and Q has degree at most g.

If the characteristic of the base field is odd, we can also assume Q(x) = 0 using the coordinate
change y 7→ y + Q(x)

2 .

Remark 5.5.9. Every element of K∞⧸A can be represented by an element of K∞ with degree either
negative or equal to an odd positive number smaller than 2g + 1. We deduce that the image of
B := {yx−i−1, x−i−1}i≥0 in K∞⧸A is a set of linearly independent elements which spans a dense
subset of K∞⧸A.

Proposition 5.5.10. If we define ν ∈ Ω = Homcont
Fq

Ä
K∞⧸A,Fq

ä
as the function sending yx−1 to 1

and all the other elements of B to 0, we get that Ω = Aν.
Proof. For all j ≥ 0, for all c ∈ K∞, (xjν)(c) = ν(xjc), which is 1 when c = yx−j−1 and 0 on all the
other elements of B.

Similarly, For all j ≥ 0, for all c ∈ K∞, ((y −Q(x))xjν)(c) = ν((y −Q(x))xjc). If c = x−1−i for
some i ≥ 0 we have:

((y −Q(x))xjν)(c) = ν(yxj−i−1)− ν(Q(x)xj−i−1) = ν(yxj−i−1) = δj,i.

If c = yx−1−i for some i ≥ 0 we have:

((y −Q(x))xjν)(c) = ν((y2 −Q(x)y)xj−i−1) = ν(P (x)xj−i−1) = 0.

In particular, the elements {(y − Q(x))xiν, xiν}i≥0 ⊆ Ω = HomFq

Ä
K∞⧸A,Fq

ä
are independent,

and since B spans a dense subset of K∞⧸A, they also generate all of Ω.

Lemma 5.5.11. Denote by
Ä
K∞⧸A

ä
<q−2 ⊆

K∞⧸A the subspace of the elements with norm less than
q−2, and call C the cokernel of this inclusion. Then, the images of {yx−i−1}0≤i≤g∪{x−1} form a basis
of C, and the set {xiν}0≤i≤g ∪ {(y −Q(x))ν} is the corresponding dual basis of HomFq (C,Fq) ⊆ Ω.
Proof. On one hand, the images of {yx−i−1}0≤i≤g ∪{x−1} span C because they are the only elements
of B that are not sent to 0 under the induced map K∞ → C. On the other hand, deg(yx−i−1) =
2(g − i)− 1 for all 0 ≤ i ≤ g, and deg(x−1) = −2, hence their images are Fq-linearly independent in
C.

Note that the image of {yx−j−1−g, x−j−1}j≥1 in K∞⧸A spans a dense subset of
Ä
K∞⧸A

ä
<q−2 . For

all 0 ≤ i ≤ g, for all j ≥ 1 we get:

(xiν)(yx−j−1−g) = ν(yxi−j−1−g) = 0 because i− j − 1− g ≤ −2
(xiν)(x−j−1) = ν(xi−j) = 0
((y −Q(x))ν)(yx−j−1−g) = ν(P (x)x−j−1−g) = 0
((y −Q(x))ν)(x−j−1) = ν(yx−j−1)− ν(Q(x)x−j−1) = 0 because −j − 1 ≤ −2
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so {xiν}0≤i≤g ∪ {yν} ∈ HomFq (C,Fq). On the other hand, we have the following identities: for all
0 ≤ i ≤ g and for all o ≤ j ≤ g:

(xiν)(yx−j−1) = ν(yxi−j−1) = δi,j ; ((y −Q(x))ν)(yx−j−1) = ν(P (x)x−j−1) = 0;
(xiν)(x−1) = ν(xi−1) = 0; ((y −Q(x))ν)(x−1) = ν(yx−1)− ν(Q(x)x−1) = 1.

This proves that {xiν}0≤i≤g ∪ {(y −Q(x))ν} is the dual basis of {yx−i−1}0≤i≤g ∪ {x−1}.

By Theorem 5.4.17, we have the following identity for all c ∈ K and for all i ∈ Z:Ä
ζϕ · ω

(i)
ϕ

ä
(c) = ((ϕc)∗ − (ϕ∗)c)i,

where [
Ä
ζϕ · ω

(i)
ϕ

ä
is considered as a continuous homomorphism from K∞⧸A to C∞. In particular, for

all c ∈ K with degree less than −i: Ä
ζϕ · ω

(i)
ϕ

ä
(c) =

®
c if i = 0
0 if i > 0.

Moreover, for all 0 ≤ i ≤ g we have:

(ζϕ · ωϕ)(yx−i) = yx−i −
Ä
ϕ∗
yx−i

ä
0

;Ä
ζϕ · ω

(1)
ϕ

ä
(yx−i) = −

Ä
ϕ∗
yx−i

ä
1
.

Theorem 5.5.12. We have the following identities for the dot product ζϕ ·ωϕ and the shtuka function
fϕ:

ζϕ · ωϕ =
(
y ⊗ 1 + 1⊗ (y −Q(x))

x⊗ 1− 1⊗ x −
g−1∑
i=0

Ä
ϕ∗
yx−i−1

ä
0
⊗ xi

)
(1⊗ ν)

fϕ =
(x⊗ 1− 1⊗ x)

Ä
−

∑g
i=0

Ä
ϕ∗
yx−i−1

ä
1
⊗ xi

ä
y ⊗ 1 + 1⊗ (y −Q(x))− (x⊗ 1− 1⊗ x)

Ä∑g−1
i=0

Ä
ϕ∗
yx−i−1

ä
0
⊗ xi

ä .
Proof. For all c ∈ K∞ of norm less than 1, (ζϕ · ωϕ)(c) = c. In particular, for all c ∈

Ä
K∞⧸A

ä
<q2 we

have:
(x⊗ 1− 1⊗ x)(ζϕ · ωϕ)(c) = x(ζϕ · ωϕ)(c)− (ζϕ · ωϕ)(xc) = 0.

In particular, by Lemma 5.5.11 (x⊗ 1− 1⊗ x)(ζϕ · ωϕ) is completely determined by its evaluation at
{yx−i−1}0≤i≤g∪{x−1} as a function from K∞⧸A to C∞. Since (ζϕ ·ωϕ)(yx−i) = yx−i−

(
(ϕ∗
x)−i ◦ ϕ∗

y

)
0

for all 0 ≤ i ≤ g, we can compute the following evaluations:

(x⊗ 1− 1⊗ x)(ζϕ · ωϕ)(yx−i−1) = x(ζϕ · ωϕ)(yx−i−1)− (ζϕ · ωϕ)(yx−i)

=
Ä
ϕ∗
yx−i − xϕ∗

yx−i−1

ä
0

;

(x⊗ 1− 1⊗ x)(ζϕ · ωϕ)(x−1) = x(ζϕ · ωϕ)(x−1)− (ζϕ · ωϕ)(1) = 1;Ä
ζϕ · ω

(1)
ϕ

ä
(yx−i−1) = −

Ä
ϕ∗
yx−i−1

ä
1Ä

ζϕ · ω
(1)
ϕ

ä
(x−1) = 0.
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By Lemma 5.5.11, and using that ϕ∗
yx−g−1 has degree 1 in τ , we deduce the following identities:

(x⊗ 1− 1⊗ x)(ζϕ · ωϕ) =
Ç g∑
i=0

Ä
ϕ∗
yx−i − xϕ∗

yx−i−1

ä
0
⊗ xi + 1⊗ (y −Q(x))

å
(1⊗ ν)

=
((
ϕ∗
y

)
0 ⊗ 1 +

g−1∑
i=0

Ä
ϕ∗
yx−i−1

ä
0
⊗ xi+1 −

g−1∑
i=0

Ä
xϕ∗

yx−i−1

ä
0
⊗ xi + 1⊗ (y −Q(x))

)
(1⊗ ν)

=
(

(1⊗ x− x⊗ 1)
(
g−1∑
i=0

Ä
ϕ∗
yx−i−1

ä
0
⊗ xi

)
+ y ⊗ 1 + 1⊗ (y −Q(x))

)
(1⊗ ν)

fϕ =
(x⊗ 1− 1⊗ x)

Ä
ζϕ · ω

(1)
ϕ

ä
(x⊗ 1− 1⊗ x)(ζϕ · ωϕ)

=
(x⊗ 1− 1⊗ x)

Ä
−

∑g
i=0

Ä
ϕ∗
yx−i−1

ä
1
⊗ xi

ä
y ⊗ 1 + 1⊗ (y −Q(x))− (x⊗ 1− 1⊗ x)

Ä∑g−1
i=0

Ä
ϕ∗
yx−i−1

ä
0
⊗ xi

ä .
5.5.3 Comparison with known results in the case of elliptic curves

The computations can be directly compared to the results of Green and Papanikolas, who tackled
the particular case of an elliptic curve in [GP18]. They assumed ϕ to be normalized and the period
lattice Λϕ to be isomorphic to A, and they set:

ϕx = x+ x1τ + τ2 ϕy = y + y1τ + y2τ
2 + τ3.

They proved the following identities (see [GP18][Thm. 7.1, Eqq. 18,26,27]):

fϕ = 1⊗ y − y ⊗ 1− ((y2 − xq1)⊗ 1)(1⊗ x− x⊗ 1)
1⊗ x− xq ⊗ 1 + (y1 − x1(y2 − xq1))⊗ 1 ;

ζϕ · ωϕ = (xq − y1 + x1(y2 − xq1))q ⊗ 1− 1⊗ x
fϕ

.

Let’s compare these results with Theorem 5.5.12. First, we need to compute the coefficients (ϕ∗
yx−1)0,

(ϕ∗
yx−1)1, (ϕ∗

yx−2)1. Starting from the definition of ϕ∗
x and ϕ∗

y we can explicitly compute the first 3
terms of ϕ∗

yx−1 using the identity ϕ∗
xϕ

∗
yx−1 = ϕ∗

y:

ϕ∗
x = τ−2 + xq

−1

1 τ−1 + x

ϕ∗
y = τ−3 + yq

−2

2 τ−2 + yq
−1

1 τ−1 + y

ϕ∗
yx−1 = τ−1 + (y2 − xq1) + (yq1 − x

q
1y
q
2 − x

q2 + xq
2+q

1 )τ + . . . ,

hence (ϕ∗
yx−1)0 = y2 − xq1 and (ϕ∗

yx−1)1 = yq1 − x
q
1y
q
2 − xq

2 + xq
2+q

1 . Since deg(yx−2) = −1, and since
ϕ is normalized, we have ϕ∗

yx−2 ∈ τ + C∞[[τ ]]τ2, hence (ϕ∗
yx−2)1 = 1. By Theorem 5.5.12, we have:

(ζϕ · ωϕ)fϕ = (ζϕ · ω
(1)
ϕ ) = −

g∑
i=0

Ä
ϕ∗
yx−i−1

ä
1
⊗ xi = −((yq1 − x

q
1y
q
2 − x

q2 + xq
2+q

1 )⊗ 1 + 1⊗ x),

which agrees with Green and Papanikolas’ formula for ζϕ · ωϕ.
Remark 5.5.13. In retrospect, since the computations do not take into account the A-module
structure of Λϕ, it turns out that the formulas found by Green and Papanikolas hold without the
assumption Λϕ ∼= A.
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Chapter 6

Approach to a generalization for
abelian Anderson A-modules

One of the purposes of this last chapter is to draw some comparisons between the theory developed
in this thesis and the article [HJ20] by Hartl and Juschka, where they explore the relation between
Anderson motives and dual Anderson motives (whose field of definition is assumed to be C∞). Fur-
thermore, we formulate several conjectural generalizations for the theorems proven in this thesis to
uniformizable abelian Anderson A-modules. Finally, some of these generalizations are proven in the
special case of the tensor power of the Carlitz module.

6.1 Anderson A-motives
For all f ∈ AC∞ := C∞ ⊗Fq A, denote by f (1) the image of f under the Frobenius twist. We define
AC∞ [τ ] as the noncommutative AC∞-algebra generated by τ with the relation τ · f = f (1) · τ for all
f ∈ AC∞ .

Definition 6.1.1. Let M be a left AC∞ [τ ]-module with the following properties:

• M is projective of finite rank as an AC∞-module;

• for all a ∈ A there is some positive integer n such that (a⊗ 1− 1⊗ a)n ·M ⊆ τ ·M .

Then, M is called an effective Anderson A-motive.

Effective Anderson Fq[t]-motives were originally called "t-motives", and were introduced by An-
derson in his seminal paper [And86], under the hypothesis A = Fq[t], to answer some open questions,
for example about the uniformizability of Anderson A-modules.

Our naming convention follows the comprehensive work of Hartl and Juschka ([HJ20]), whose
definition of Anderson A-motives is slightly more general ([HJ20][Def. 2.3.1]), but superfluous for the
sake of this chapter.

The most important feature of Anderson A-motives is that they seem to play the same role as
Grothendieck motives for algebraic varieties—which are meant to work as a “universal cohomology
theory"—while being concrete, as they form an explicit subcategory of the category of projective
AC∞-modules. For example, while there is no generally accepted construction of a Q-linear category
of mixed Grothendieck motives, and its existence is entirely conjectural, the category of mixed A-
motives is explicit and well understood (see for example [HJ20][Section 2.3]).
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Interestingly, while the Hodge conjecture is a longstanding open problem in the context of complex
varieties, the analogue of the Hodge conjecture has been proven to hold by Pink and Hartl for the
category of mixed uniformizable A-motives (see [HJ20]).

Definition 6.1.2. Let N be a right AC∞ [τ ]-module with the following properties:

• N is projective of finite rank as an AC∞-module;

• for all a ∈ A there is some positive integer n such that N · (a⊗ 1− 1⊗ a)n ⊆ N · τ .

Then, N is called an effective dual Anderson A-motive.

Effective dual Fq[t]-motives were first introduced in [ABP04] (where they were called "dual t-
motives"), and were used to give a theoretical framework for a well-known linear independence crite-
rion over function fields ([ABP04][Thm. 1.3.2]).

With the following definitions we establish a link between Anderson A-modules and (dual) A-
motives. Given two affine Fq-module schemes G,G′ over C∞, let’s denote by HomFq ,C∞(G,G′) the
set of morphisms from G to G′.

Remark 6.1.3. Note that HomFq ,C∞(Ga,Ga) = C∞[τ ]. On one hand, C∞[τ ] acts by post-composition
on HomFq ,C∞(E,Ga); on the other hand, A acts by pre-composition via ϕ. The two actions endow
HomFq ,C∞(E,Ga) with a natural structure of left AC∞ [τ ]-module.

Similarly, HomFq ,C∞(Ga, E) can be endowed with a natural structure of right AC∞ [τ ]-module.

Definition 6.1.4. Let E = (E, ϕ) be an Anderson A-module and suppose that HomFq ,C∞(E,Ga) is
an effective A-motive. In that case, E is said to be abelian, and we denote its associated A-motive
HomFq ,C∞(E,Ga) as M(E).

Definition 6.1.5. Let E = (E, ϕ) be an Anderson A-module and suppose that HomFq ,C∞(Ga, E) is
an effective dual A-motive. In that case, E is said to be A-finite, and we denote its associated dual
A-motive HomFq ,C∞(Ga, E) as N(E).

The correspondence E 7→M(E) is an antiequivalence between the category of abelian Anderson A-
modules and that of effective A-motives ([Gos98][Thm. 5.4.11]). In the preprint [Mau24], Maurischat
proved that an Anderson A-module E is abelian if and only if it is A-finite.

6.2 Link with the Hartl–Juschka pairing

Let E be an abelian Anderson A-module, and denote by τM(E) as the image of the endomorphism
τ : M(E) → M(E); we can also think of it as the pullback of the AC∞-module M(E) along the
Frobenius twist ·(1) : AC∞ → AC∞ .

Let Ñ(E) denote the finite projective AC∞-module HomAC∞ (τM(E),ΩC∞); we can endow it with
a structure of right AC∞ [τ ]-module by setting f · τ as the map sending m ∈ τM(E) to f(τ ·m)(−1)

for all f ∈ Ñ(E).
In their paper [HJ20], Hartl and Juschka proved the following isomorphism.

Theorem 6.2.1 ([HJ20][Thm. 2.5.13]). Let E be an abelian and A-finite Anderson A-module.
There is a natural isomorphism of right AC∞ [τ ]-modules between N(E) and Ñ(E).
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In this section, using the dot product defined in Lemma 5.4.1, we give an alternative proof of this
theorem as Theorem 6.2.7 in the special case of a Drinfeld module.

In the same generality, we also partially answer the following question by Hartl and Juschka,
which they only tackled for Fq[t]-Drinfeld modules.

Question ([HJ20][2.5.15]). If E is an abelian and A-finite Anderson A-module, the isomorphism
from Theorem 6.2.1 defines a perfect pairing of AC∞-modules

HJ : N(E)⊗AC∞ τM(E)→ ΩC∞ .

Is it possible to give a direct description of this pairing?

With Theorem 6.2.7, we argue that, when E is a Drinfeld module, Hartl and Juschka’s perfect
pairing is induced by the dot product defined in Subsection 5.4.1.

6.2.1 The case of Drinfeld A-modules

Let E = (Ga, ϕ) be a Drinfeld A-module, so that E is abelian (and A-finite) and we can canonically
identify the A-motive M(E) with C∞[τ ] and τM(E) with τC∞[τ ].

Proposition 6.2.2. Let E = (Ga, ϕ) be a Drinfeld A-module. There is a natural immersion of left
AC∞ [τ ]-modules from M(E) to C∞⊗̂Λϕ which induces an isomorphism between M(E) :=
M(E)⊗AC∞ (C∞⊗̂A) and C∞⊗̂HomA(Λϕ,Ω).

Proof. The natural map of left AC∞ [τ ]-modules

M(E) = HomFq ,C∞(E,Ga)→ Homcont
Fq

(expϕ(K∞Λϕ),C∞) ∼= C∞⊗̂HomA(Λϕ,Ω)

sends a polynomial f to the restriction of the associated continuous function f(C∞) : E(C∞)→ C∞
to expϕ(K∞Λϕ) ⊆ E(C∞).

Let’s prove that the induced map from M(E) to C∞⊗̂HomA(Λϕ,Ω) is bijective, starting with
injectivity; since M(E) is a flat AC∞-module, this also proves that the map M(E) ↪→ M(E) →
C∞⊗̂HomA(Λϕ,Ω) is an immersion.

First note that, for any t ∈ A\Fq, M(E) = M(E)⊗C∞[t] C∞⊗̂Fq[t], hence any element f ∈M(E)
can be written in a unique way as

∑r−1
i=0
(∑

n≥0 ci,n ⊗ tn
)
·τ i, where r is the degree of ϕt in τ . Suppose

that its image f(C∞) ∈ Homcont
Fq

(expϕ(K∞Λϕ),C∞) is identically zero. Fix some integer m ≥ 1: for
all x ∈ ker(ϕtm) ⊆ expϕ(K∞Λϕ) we have

0 = f(C∞)(x) =
r−1∑
i=0

Ç
r−1∑
n=0

ci,nτ
iϕtn

å
(x),

and since # ker(ϕtm) = qmr and the polynomial on the right hand side has degree less than qmr,
it must be identically zero. Since the polynomials {τ iϕtn} all have different degrees, they are C∞-
linearly independent, hence ci,n = 0 for all i = 0, . . . , r − 1 and all n = 0, . . . ,m− 1. Finally, since m
is arbitrary, we deduce that f = 0.

Let’s prove surjectivity. Pick some f : expϕ(K∞Λϕ) → Fq and call V := ker(f); fix some a ∈ A
such that V ∩ kerϕa ⊊ kerϕa and define Vn := V ∩ kerϕan for all n ≥ 1: we know that Vn ⊊ kerϕan

has codimension 1. Denote by r the degree in τ of ϕa and pick some x0 ∈ kerϕa of maximal norm
such that f(x0) = 1. For all n ≥ 1, we define pn ∈ C∞[τ ] as the unique additive polynomial of degree
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nr − 1 such that pn|Vn = 0 and pn(x0) = 1: in particular, (1 − τ)pn|kerϕan = 0, hence there is some
αn ∈ C∞ such that (1− τ)pn = αnϕan . Since pn(x0) = 1, the leading term of pn is

∏
x∈Vn

(x0 − x)−1.
On the other hand, the leading term of ϕan is an ·

∏
x∈kerϕan \{0} x

−1. Since Vn is an Fq-vector space,
we have:

∏
x∈ker(ϕa)\{0}

x =

Ñ ∏
x∈Vn\{0}

x

éÑ ∏
γ∈F×

q

∏
x∈Vn

(γx0 − x)

é
= −

Ñ ∏
x∈Vn\{0}

x

é( ∏
x∈Vn

(x0 − x)
)q−1

.

By comparing the leading terms in the identity (1− τ)pn = αnϕan , we get that:

αq−1
n =a−(q−1)n

( ∏
x∈Vn

(x0 − x)
)−q(q−1)

Ñ ∏
x∈kerϕan \{0}

x

éq−1

=− a−(q−1)n

Ñ ∏
x∈Vn\{0}

x

éqÑ ∏
x∈kerϕan \{0}

x

é−1

For i = 1, . . . , rn choose recursively yi ∈ kerϕan\SpanFq
({yj}j<i) as an element of maximum norm,

and set ri := ∥yi∥; since x0 is an element of maximum norm in kerϕan \ Vn, and since Vn ⊆ kerϕan

has codimension 1, we can assume without loss of generality that yk = x0 for some k and that yi ∈ V
for all i ̸= k; also, for n ≫ 0 we can assume that k does not depend on n. For all i = 1, . . . , rn the
elements in Wi := SpanFq

({yj}j≥i) \ SpanFq
({yj}j>i) all have norm ri, and we have:

#Wi = qrn+1−i − qrn−i and #(Wi ∩ Vn) =
®
qrn−i − qrn−1−i if i < k

qrn+1−i − qrn−i if i > k
.

We deduce the following identity for n≫ 0:

∥αnan∥q−1 =

∥∥∥∥∥∥
rn∏
i=1

Ñ( ∏
x∈Wi∩Vn

x

)q ( ∏
x∈Wi

x

)−1
é∥∥∥∥∥∥ =

rn∏
i=1

Ñ( ∏
x∈Wi∩Vn

ri

)q ( ∏
x∈Wi

ri

)−1
é

=
((

k−1∏
i=1

rq
rn−i−qrn−1−i

i

)(
rn∏

i=k+1
rq

rn+1−i−qrn−i

i

))qÇ rn∏
i=1

rq
rn+1−i−qrn−i

i

å−1

=r1−q
rn

rn−1∏
i=k

Å
ri+1
ri

ãqrn+1−i−qrn−i

≤ r1−q
rn ≤ r

1−q
k ,

which is constant; in particular, αn tends to 0. For all n ≥ 1, we define qn =
∑
i(qn)iτ i ∈ C∞[τ ] as the

unique polynomial such that pn+1 − pn = qnϕan , which is well defined because pn+1 − pn|kerϕan = 0,
and has degree in τ equal to r − 1; we also set q0 := p1. For all n ≥ 2 we have:

(1− τ)qnϕan = (1− τ)pn+1 − (1− τ)pn = αn+1ϕan+1 − αnϕan = (αn+1ϕa − αn)ϕan ,

hence (1−τ)qn = αn+1ϕa−αn. Since αn tends to 0, the maximum Mn of the norms of the coefficients
on the right hand side tends to 0. We have ∥(qn)0∥ ≤ Mn and for all i ≥ 0 ∥(qn)i+1 − (qn)qi ∥ ≤ Mn,
hence if Mn < 1 we deduce that ∥(qn)i∥ ≤Mn for all i.
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We have deduced that
∑
n≥0(qn)i ⊗ an is a well defined element of C∞⊗̂A for all i = 0, . . . , r− 1,

hence we can define
r−1∑
i=0

(∑
n≥0

(qn)i ⊗ an
)
· τ i ∈M(E)

with image g ∈ Homcont
Fq

(expϕ(K∞Λϕ),C∞). For any x in the domain, we have:

g(x) =
∑
i

∑
n≥0

(qn)iτ iϕan(x) =
∑
n≥0

qn ◦ ϕan(x) = p1(x) +
∑
n≥1

(pn+1 − pn)(x) = lim
n
pn(x).

We claim that g(x) = f . On one hand, g(x0) = 1; on the other hand, we need to prove that
g|V = 0. Since

⋃
n≥1 kerϕan is dense in expϕ(K∞Λϕ), it suffices to show that g(x) = 0 for all

x ∈ V ∩
⋃
n≥1 kerϕan =

⋃
n≥1 Vn. In this case, x ∈ Vm for some m ≥ 1, hence pn(x) = 0 for all n ≥ m

and g(x) = limn pn(x) = 0.
Since f was arbitrary, the image of the map M(E)→ C∞⊗̂HomA(Λϕ,Ω) contains the set of maps

Homcont
Fq

(expϕ(K∞Λϕ),Fq) ∼= HomA(Λϕ,Ω) ⊆ C∞⊗̂HomA(Λϕ,Ω), and since the map is C∞⊗̂A-linear,
it is surjective.

Remark 6.2.3. By the definition of the universal Anderson eigenvector ωϕ ∈ C∞⊗̂HomA(Λϕ,Ω),
the image of τ i under the immersion M(E) ↪→ C∞⊗̂HomA(Λϕ,Ω) is (τ i ⊗ 1)ωϕ = ω

(i)
ϕ

Remark 6.2.4. For all a ∈ A \Fq, (a⊗ 1− 1⊗a)M(E) ⊆ τM(E); in particular, since (a⊗ 1− 1⊗a)
is invertible in C∞⊗̂A, which is a flat extension of AC∞ , the inclusion τM(E) ⊆ M(E) induces a
natural isomorphism of left AC∞ [τ ]-modules τM(E) ∼= M(E) ∼= C∞⊗̂HomA(Λϕ,Ω).

The dual A-motive N(E) can be canonically identified with the right AC∞ [τ ]-module C∞[τ−1],
where h ∈ C∞[τ ] acts by composition on the left with h∗, and a ∈ A acts by composition on the right
with ϕ∗

a. Equivalently, N(E) can be endowed with the structure of left AC∞ [τ−1]-module.

Proposition 6.2.5. Let E = (Ga, ϕ) be a Drinfeld A-module. There is a natural immersion of right
AC∞ [τ ]-modules from N(E) to C∞⊗̂Λϕ which induces an isomorphism between N(E) :=
N(E)⊗AC∞ (C∞⊗̂A) and C∞⊗̂Λϕ.

Proof. By Corollary 5.2.3 we have a natural map of right AC∞ [τ ]-modules

N(E) = HomFq ,C∞(Ga, E(C∞)) =
⊕
k≥0

Homk(C∞, E(C∞)) =
⊕
k≥0

Hom−k(E(C∞)∨,C∞)

↪→Homcont
Fq

(E(C∞)∨,C∞)→ Homcont
Fq

(ker(exp∗
ϕ),C∞) ∼= C∞⊗̂Λϕ,

sending f =
∑
i ciτ

−i ∈ N(E) to the restriction to ker(exp∗
ϕ) ⊆ E(C∞)∨ of the associated function

E(C∞)∨ → C∞.
Let’s prove that the induced map from N(E) to C∞⊗̂Λϕ is bijective, starting with injectivity;

since N(E) is a flat AC∞-module, this also proves that the map N(E) ↪→ N(E) → C∞⊗̂Λϕ is an
immersion.

First note that, for any t ∈ A \ Fq, N(E) = N(E)⊗C∞[t] C∞⊗̂Fq[t], hence any element f ∈ N(E)
can be written in a unique way as

∑r−1
i=0
(∑

n≥0 ci,n ⊗ tn
)
· τ−i, where r is the degree of ϕt in τ .
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Suppose that its image f(C∞) ∈ Homcont
Fq

(ker(exp∗
ϕ),C∞) is identically zero. Fix some integer m ≥ 1:

for all x ∈ ker(ϕ∗
tm) ⊆ ker(exp∗

ϕ) we have

0 = f(C∞)(x) =
r−1∑
i=0

Ç
r−1∑
n=0

ci,nτ
−iϕ∗

tn

å
(x),

and since # ker(ϕ∗
tm) = qmr and the qmr−1-th power of the function on the right hand side is a

polynomial of degree less than qmr, it must be identically zero as an element of C∞[τ−1]. Since the
elements {τ−iϕ∗

tn} ⊆ C∞[τ−1] all have different degrees, they are C∞-linearly independent, hence
ci,n = 0 for all i = 0, . . . , r− 1 and all n = 0, . . . ,m− 1. Finally, since m is arbitrary, we deduce that
f = 0.

Let’s prove surjectivity. Pick some f : ker(exp∗
ϕ)→ Fq and call V := ker(f); fix some a ∈ A such

that V ∩ kerϕ∗
a ⊊ kerϕ∗

a and define Vn := V ∩ kerϕ∗
an for all n ≥ 1: we know that Vn ⊊ kerϕ∗

an has
codimension 1. Denote by r the degree in τ of ϕa and pick some x0 ∈ kerϕ∗

a of maximal norm such
that f(x0) = 1. For all n ≥ 1, we define pn ∈ C∞[τ ] as the unique additive polynomial of degree
nr − 1 such that pn|Vn = 0 and pn(x0) = 1: in particular, (1 − τ)pn|kerϕ∗

an
= 0, so there is some

αn ∈ C∞ such that the polynomials (1− τ)pn and τ rnαnϕ
∗
an coincide. Since pn(x0) = 1, the leading

term of pn is
∏
x∈Vn

(x0 − x)−1. On the other hand, the leading term of τ rnϕ∗
an is anqrn . Since Vn is

an Fq-vector space, we have:

∏
x∈ker(ϕ∗

an )\Vn

x =

Ñ ∏
γ∈F×

q

∏
x∈Vn

(γx0 − x)

é
= −

( ∏
x∈Vn

(x0 − x)
)q−1

.

By comparing the leading terms in the identity (1− τ)pn = τ rnαnϕ
∗
an , we get that:

αn = a−n

( ∏
x∈Vn

(x0 − x)
)−q1−rn

= −a−n

Ñ ∏
x∈ker(ϕ∗

an )\Vn

x

é q1−rn

1−q

For i = 1, . . . , rn choose recursively yi ∈ kerϕ∗
an\SpanFq

({yj}j<i) as an element of maximum norm,
and set ri := ∥yi∥; since x0 is an element of maximum norm in kerϕ∗

an \ Vn, and since Vn ⊆ kerϕan

has codimension 1, we can assume without loss of generality that yk = x0 for some k and that yi ∈ V
for all i ̸= k; also, for n ≫ 0 we can assume that k does not depend on n. For all i = 1, . . . , rn the
elements in Wi := SpanFq

({yj}j≥i) \ SpanFq
({yj}j>i) all have norm ri, and we have:

#Wi = qrn+1−i − qrn−i and #(Wi ∩ Vn) =
®
qrn−i − qrn−1−i if i < k

qrn+1−i − qrn−i if i > k
;

in particular, Wi = Wi ∩ Vn for i > k. We deduce the following identity for n≫ 0:

∥αnan∥(q−1)qnr−1 =

∥∥∥∥∥∥
rn∏
i=1

Ñ( ∏
x∈Wi∩Vn

x

)( ∏
x∈Wi

x

)−1
é∥∥∥∥∥∥ =

∥∥∥∥∥∥
k∏
i=1

Ñ( ∏
x∈Wi∩Vn

x

)( ∏
x∈Wi

x

)−1
é∥∥∥∥∥∥

=
k∏
i=1

Ñ( ∏
x∈Wi∩Vn

ri

)( ∏
x∈Wi

ri

)−1
é

= r
−qrn−k(q−1)
k

k−1∏
i=1

r
−qrn−1−i(q−1)2

i

⇒ ∥αnan∥ =r−q1−k

k

k−1∏
i=1

r
−q−i(q−1)
i ,
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which is constant; in particular, αn tends to 0. For all n ≥ 1, we define qn =
∑
i(qn)iτ i ∈

C∞[τ ] as the unique polynomial such that pn+1 − τ rpn = qnτ
rnϕ∗

an , which is well defined because
pn+1− τ rpn|kerϕ∗

an
= 0, and has degree in τ equal to r−1; we also set q0 := p1. For all n ≥ 2 we have:

(1− τ)qnτ rnϕ∗
an = (1− τ)pn+1 − (1− τ)τ rpn

= τ r(n+1)αn+1ϕ
∗
an+1 − τ rτ rnαnϕ∗

an

= τ r(n+1)(αn+1ϕ
∗
a − αn)ϕ∗

an ,

hence (1 − τ)qnτ rn = τ r(n+1)(αn+1ϕ
∗
a − αn). Since αn tends to 0, the maximum Mn of the norms

of the coefficients on the right hand side tends to 0. We have ∥(qn)0∥ ≤ Mn and for all i ≥ 0
∥(qn)i+1 − (qn)qi ∥ ≤Mn, hence if Mn < 1 we deduce that ∥(qn)i∥ ≤Mn for all i.

We have deduced that
∑
n≥0(qn)q

1−r

i ⊗an is a well defined element of C∞⊗̂A for all i = 0, . . . , r−1,
hence we can define

r−1∑
i=0

(∑
n≥0

(qn)q
1−r

i ⊗ an
)
· τ1+i−r ∈ N(E)

with image g ∈ Homcont
Fq

(ker(exp∗
ϕ),C∞). For any x in the domain, we have:

g(x) =
r−1∑
i=0

∑
n≥0

(qn)q
1−r(n+1)

i τ1+i−rϕ∗
an(x) =

∑
n≥0

τ1−r(n+1)qnτ
rn ◦ ϕ∗

an(x)

= τ

(
τ rp1(x) +

∑
n≥1

(τ−r(n+1)pn+1 − τ rnpn)(x)
)

= lim
n

(τ1−rnpn)(x)

We claim that g(x) = f . On one hand, g(x0) = 1; on the other hand, we need to prove that g|V = 0.
Since

⋃
n≥1 kerϕ∗

an is dense in ker(exp∗
ϕ), it suffices to show that g(x) = 0 for all

x ∈ V ∩
⋃
n≥1 kerϕan =

⋃
n≥1 Vn. In this case, x ∈ Vm for some m ≥ 1, hence pn(x) = 0 for all

n ≥ m and g(x) = limn(τ1−rnpn)(x) = 0.
Since f was arbitrary, the image of the map N(E) → C∞⊗̂Λϕ contains the set of continuous

Fq-linear maps Homcont
Fq

(ker(exp∗
ϕ),Fq) ∼= Λϕ ⊆ C∞⊗̂Λϕ, and since the map is C∞⊗̂A-linear, it is

surjective.

Remark 6.2.6. By the definition of the universal dual Anderson eigenvector ζϕ ∈ C∞⊗̂Λϕ, the image
of τ−i under the immersion N(E) ↪→ C∞⊗̂Λϕ is (τ−i ⊗ 1)ζϕ = ζ

(−i)
ϕ

Theorem 6.2.7. Let E = (Ga, ϕ) be a Drinfeld A-module. Under the natural immersions of AC∞-
modules τM(E) ⊆ C∞⊗̂HomA(Λϕ,Ω) and N(E) ⊆ C∞⊗̂Λϕ, the C∞-linear map Θ : N(E) → Ñ(E)
sending ζ to the map ω 7→ ζ · ω is an isomorphism of dual A-motives.

Proof. We simply need to show that Θ is an isomorphism of right AC∞ [τ ]-modules. Let’s first prove
that Θ is well defined: we can write any ζ ∈ N(E) and any ω ∈ τM(E) as finite sums

∑
j≥0 cjζ

(−j)
ϕ

and
∑
i≥0 diω

(i+1)
ϕ respectively, hence Θ(ζ)(ω) =

∑
j,i≥0 cjdiζ

(−j)
ϕ · ω(i+1)

ϕ , which belongs to ΩC∞ by
Theorem 5.4.2.

By Lemma 5.4.1, the dot product is AC∞-linear, hence so is Θ. Let’s check that Θ commutes
with the right action of τ . Recall that for all j ≥ 0 ζ(−j)

ϕ · τ = ζ
(−j−1)
ϕ and that for all f ∈ Ñ(E) =
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HomAC∞ (τC∞[τ ],ΩC∞) we have (f · τ)(m) = (f(τ ·m))(−1). For all j, i ≥ 0 we have:

Θ(ζ(−j)
ϕ · τ)(ω(i+1)

ϕ ) = Θ(ζ(−j−1)
ϕ )(ω(i+1)

ϕ ) = ζ
(−j−1)
ϕ · ω(i+1)

ϕ =
Ä
ζ

(−j)
ϕ · ω(i+2)

ϕ

ä(−1)

=
Ä
Θ(ζ(−j)

ϕ )(τω(i+1)
ϕ )

ä(−1)
=
Ä
Θ(ζ(−j)

ϕ ) · τ
ä

(ω(i+1)
ϕ ).

If we tensor Θ : N(E)→ HomAC∞ (τM(E),ΩC∞) by C∞⊗̂A we get the morphism

Θ̃ : C∞⊗̂Λϕ ∼= N(E)→ HomAC∞ (τM(E),ΩC∞) = HomAC∞ (τM(E),C∞⊗̂Ω)
= HomC∞⊗̂A(τM(E),C∞⊗̂Ω) ∼= HomC∞⊗̂A(C∞⊗̂HomA(Λϕ,Ω),C∞⊗̂Ω),

sending an element ζ to the map sending ω ∈ C∞⊗̂HomA(Λϕ,Ω) to ζ · ω; in particular, Θ̃ is an iso-
morphism. Since the maps N(E) ↪→ N(E) and HomAC∞ (τM(E),ΩC∞) ↪→ HomAC∞ (τM(E),ΩC∞)
are injective, and Θ̃ is an isomorphism, we deduce that Θ is injective.

We claim that the action of τ on coker(Θ) is invertible. Let’s fix an AC∞-linear function
f : τM(E)→ ΩC∞ such that f · τ = Θ(ζ) for some ζ =

∑
j≥0 cjζ

(−j)
ϕ ∈ N(E): we want to prove that

c0 = 0, so that f is also in the image of Θ. Fix any a ∈ A \ Fq, and write ϕa − a =
∑
k≥1 akτ

k. We
have:

(1⊗ a− aq ⊗ 1)ω(1)
ϕ =τ ((1⊗ a)ωϕ − (a⊗ 1)ωϕ) = τ

(∑
k≥1

(ak ⊗ 1)ω(k)
ϕ

)
=

∑
k≥1

(aqk ⊗ 1)ω(k+1)
ϕ

⇒ f(ω(1)
ϕ ) =(1⊗ a− aq ⊗ 1)−1f

(∑
k≥1

(aqk ⊗ 1)ω(k+1)
ϕ

)
=

=(1⊗ a− aq ⊗ 1)−1

(
(f · τ)

(∑
k≥1

(ak ⊗ 1)ω(k)
ϕ

))(1)

=(1⊗ a− aq ⊗ 1)−1

(∑
k≥1

(ak ⊗ 1)ζ · ω(k)
ϕ

)(1)

=ζ(1) ·

(
(1⊗ a− aq ⊗ 1)−1

(∑
k≥1

(aqk ⊗ 1)ω(k+1)
ϕ

))

= (ζ · ωϕ)(1) =
(∑
j≥0

cjζ
(−j)
ϕ · ωϕ

)(1)

.

Since ζ(−j)
ϕ · ωϕ ∈ ΩC∞ for all j > 0, and since ζϕ · ωϕ ̸∈ ΩC∞ , we have c0 = 0.

Let’s denote by AssAC∞ (coker(Θ)) the set of associated primes of coker(Θ), i.e. the set of prime
ideals p < AC∞ such that there is x ∈ coker(Θ) with annihilator AnnAC∞ (x) = p. Since τ : C → C

is bijective, for all x ∈ C AnnAC∞ (x · τ) = AnnAC∞ (x)(1), hence AssAC∞ (coker(Θ)) is closed under
Frobenius twist; on the other hand, since AC∞ is noetherian and coker(Θ) is a finitely generated AC∞-
module, AssAC∞ (coker(Θ)) is finite. We deduce that there is some positive integer k such that for all
p ∈ AssAC∞ (coker(Θ)) p(k) = p, i.e. p is the extension of some ideal in AF

qk
. For any such prime p, the

associated map AF
qk
→ AF

qk⧸p ∩AF
qk

can be extended continuously to C∞⊗̂A, hence the extended

ideal (C∞⊗̂A)p is proper. In particular, since C∞⊗̂A is a flat extension of AC∞ , AssC∞⊗̂A(coker(Θ)) ∼=
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AssAC∞ (coker(Θ)); since coker(Θ) ∼= coker(Θ̃) = 0, we deduce AssAC∞ (coker(Θ)) = 0, hence coker(Θ)
has no torsion. On the other hand, since N(E) and Ñ(E) are both projective AC∞-modules of the
same rank, and since Θ is injective, coker(Θ) is a torsion AC∞-module, which means it is 0.

Remark 6.2.8. Since N(E) is a right C∞[τ ]-module of rank 1, Θ : N(E) → Ñ(E) coincides with
the isomorphism described by Hartl and Juschka up to a scalar factor in C∞.

In particular, the computation of the Hartl-Juschka pairing HJ becomes the same problem as
the computation of the dot products ζ(−j)

ϕ · ω(i+1)
ϕ , which is tackled in Section 5.4.

In the case of a Drinfeld Fq[t]-module we can check by direct computation that the morphism of
dual t-motives Θ defined in Theorem 6.2.7 is the same as the one defined by Hartl and Juschka.

Let’s start with the explicit computation by Hartl and Juschka.

Proposition 6.2.9 ([HJ20][Ex. 2.5.16]). Let E = (Ga, ϕ) be a Drinfeld Fq[t]-module of rank r, with
ϕt =

∑
i tiτ

i. Let {αi,j}0≤i,j<r ∈ Cr×r∞ be the matrix with entries αi,j := −tq
−i

i+j+1, which is invertible,
and let {βi,j}0≤i,j<r ∈ Cr×r∞ be its inverse. Then for all 0 ≤ i, j < r, the following identity holds:

HJ(τ−j ⊗ τ i+1) = βi,jdt.

We can now prove the following theorem.

Theorem 6.2.10. Let E = (Ga, ϕ) be a Drinfeld Fq[t]-module. The following identity holds in ΩC∞

for all i, j ≥ 0:
HJ(τ−j ⊗ τ i+1) = ζ

(−j)
ϕ · ω(i+1)

ϕ .

Proof. By Remarks 6.2.3 and 6.2.6, we can identify τM(E) = SpanC∞{ω
(i+1)
ϕ }i≥0 and N(E) =

SpanC∞{ζ
(−j)
ϕ }j≥0, hence we need to prove that the dot product coincides with the Hartl–Juschka

pairing.
If we call r the rank of ϕ, the set {τ i+1}0≤i<r generates τM(E) as an AC∞-module, and the set

{τ (−j)}0≤j<r generates N(E) as an AC∞-module; since both the Hartl–Juschka pairing and the dot
product are AC∞-linear, it suffices to prove the statement for all 0 ≤ i, j < r.

By Proposition 6.2.9, we need the following identity to hold in ΩC∞ ⊆ C∞⊗̂Ω for all 0 ≤ i, j < r:

r−1∑
i=0

(tk+i+1 ⊗ 1)q−k
Ä
ζ

(−j)
ϕ · ω(i+1)

ϕ

ä
= −δk,jdt.

If k > j, we have:

r−1∑
i=0

(tk+i+1 ⊗ 1)q−k
Ä
ζ

(−j)
ϕ · ω(i+1)

ϕ

ä
=

r−1∑
i=r−k

(tk+i+1 ⊗ 1)q−k
Ä
ζ

(−j)
ϕ · ω(i+1)

ϕ

ä
+
r−1−k∑
i=0

(tk+i+1 ⊗ 1)q−k
Ä
ζ

(−j)
ϕ · ω(i+1)

ϕ

ä
= 0,

where the first sum is 0 because tl = 0 if l > r, and the second sum is 0 because, by Proposition
5.5.1, ζ(−j)

ϕ · ω(i+1)
ϕ =

Ä
ζϕ · ω

(i+j+1)
ϕ

ä(−j)
= 0 if 0 < i + j + 1 < r, which is true because i, j ≥ 0 and

i+ 1 ≤ r − k < r − j.
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Since ωϕ is a Anderson eigenvector, the identity
∑
l(tl ⊗ 1)ω(l)

ϕ = ωϕ(1 ⊗ t) holds, hence if k ≤ j
we have:Ç

r−1∑
i=0

(tk+i+1 ⊗ 1)q−k
Ä
ζ

(−j)
ϕ · ω(i+1)

ϕ

äå(k)

= ζ
(k−j)
ϕ ·

r+k∑
i=k+1

(ti ⊗ 1)ω(i)
ϕ = ζ

(k−j)
ϕ ·

r∑
i=k+1

(ti ⊗ 1)ω(i)
ϕ

=(1⊗ t− t⊗ 1)ζ(k−j)
ϕ · ωϕ − ζ

(k−j)
ϕ ·

k∑
i=1

(ti ⊗ 1)ω(i)
ϕ

=(1⊗ t− t⊗ 1)
Ä
ζϕ · ω

(j−k)
ϕ

ä(k−j)
−

k∑
i=1

(ti ⊗ 1)
Ä
ζϕ · ω

(i+j−k)
ϕ

ä(k−j)
.

By Proposition 5.5.1, since 0 < i + j − k ≤ j < r, the sum on the right hand side is 0, while
(1⊗ t− t⊗ 1)

Ä
ζϕ · ω

(j−k)
ϕ

ä(k−j)
is 0 if k < j and −dt if k = j.

6.2.2 The case of Anderson A-modules

Finally, in Question 6.2.11 we point to a possible generalization of Theorem 6.2.7 in the hypothesis of
a uniformizable abelian (and A-finite) Anderson A-module E. Since E is uniformizable, we have the
following natural isomorphism of AC∞-modules (cf. [HJ20][Def. 2.4.14, Prop. 2.4.17, Thm. 2.5.32]):

τM(E)⊗AC∞ (C∞⊗̂A) = M(E)⊗AC∞ (C∞⊗̂A) = C∞⊗̂Λϕ. (6.1)

In [HJ20][Def. 2.3.18], the right hand side isomorphism of 6.1 is actually given as the definition of
uniformizability for the A-motive M(E); the left hand side isomorphism holds because the elements
{a ⊗ 1 − 1 ⊗ a}a∈A\Fq

⊆ AC∞ are invertible in C∞⊗̂A. Similarly, we have the following natural
isomorphism of AC∞-modules (cf. [HJ20][Def. 2.4.14, Prop. 2.4.17, Thm. 2.5.32]):

N(E)⊗AC∞ (C∞⊗̂A) = C∞⊗̂HomA(Λϕ,Ω). (6.2)

Due to the importance that the spaces E(C∞)⊗̂HomA(Λϕ,Ω) and E(C∞)∨⊗̂Λϕ have in the con-
text of (dual) Anderson eigenvectors, it’s reasonable to tensor the isomorphisms 6.1 and 6.2 by E(C∞)
and E(C∞)∨, respectively, obtaining:

E(C∞)⊗̂HomA(Λϕ,Ω) = τM(E)⊗AC∞ (E(C∞)⊗̂A); (6.3)

E(C∞)∨⊗̂Λϕ = N(E)⊗AC∞ (E(C∞)∨⊗̂A). (6.4)

On one hand the two AC∞-modules on the left hand side of the isomorphisms 6.3 and 6.4 can be
paired by a natural map, denoted by ⊠, which is a generalization of the dot product introduced in
Lemma 5.4.1:

⊠ :
(
(E(C∞))⊗̂HomA(Λϕ,Ω)

)
⊗AC∞

(
E(C∞)∨⊗̂Λϕ

)
→ EndC∞(E(C∞))⊗̂Ω.

On the other hand, looking at the objects on the right hand side of the isomorphisms 6.3 and 6.4,
τM(E) and N(E) can be paired via the Hartl-Jushka map HJ , and we can also define the following
natural AC∞-linear map:

Γ :
(
E(C∞)⊗̂A

)
⊗AC∞

(
E(C∞)∨⊗̂A

)
→ EndC∞(E(C∞))⊗̂A.

All of this allows us to ask the following question.
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Question 6.2.11. Does the pairing ⊠ coincide with HJ ⊗ Γ?

Remark 6.2.12. If we assume E = (Ga, ϕ) to be a Drinfeld module, E(C∞) = E(C∞)∨ = C∞, and
the pairing map Γ is simply the multiplication of C∞⊗̂A. Since E(C∞)⊗̂A ∼= E(C∞)∨⊗̂A ∼= C∞⊗̂A,
the isomorphisms 6.3 and 6.4 coincide with the ones proven in Proposition 6.2.2 and Proposition
6.2.5. Under these isomorphisms, the restriction of the pairing ⊠, which is the dot product, does
coincide with the Hartl–Juschka pairing—up to a scalar factor in C∞—by Theorem 6.2.7.

6.3 Conjectures for Anderson A-modules

Both the Anderson eigenvectors (Definition 2.2.7) and the dual Anderson eigenvectors (Definition
5.2.8) are well defined in the context of abelian Anderson A-modules. Due to the asymmetry between
the hypotheses of Theorem 2.2.9 and Theorem 5.2.10, it’s natural to ask the following question.

Question 6.3.1. Let E = (E, ϕ) be a uniformizable abelian (and A-finite) Anderson A-module. Is
the functor Sfϕ∗ represented by Λϕ?

Throughout the rest of this section, we work with a uniformizable abelian Anderson A-module
E = (E, ϕ) and we assume that Question 6.3.1 has an affirmative answer. Under this assumption,
we denote by ζϕ ∈ E(C∞)∨⊗̂Λϕ the universal dual Anderson eigenvector, i.e. the universal object of
Sfϕ∗ . As usual, we also denote by ωϕ the universal Anderson eigenvector.

Our aim is to formulate a possible generalization of Theorem 5.4.17 to abelian (and A-finite)
Anderson A-modules (Question 6.3.2); while this conjectural result is at the moment not well-defined
(see Remark 6.3.3), we use it as a stepping stone to formulate some smaller reasonable conjectures
and prove some propositions which generalize many intermediate results used in the proof of Theorem
5.4.17.

6.3.1 The main question

For any pair of elements ω ∈ E(C∞)⊗̂HomA(Λϕ,Ω) and ζ ∈ E(C∞)∨⊗̂Λϕ, let’s denote by ω ◦ ζ the
pairing ω ⊠ ζ; the reason for this notation is that, if we write ω =

∑
i vi ⊗ hi and ζ =

∑
j w

∗
j ⊗ λj ,

ω ⊠ ζ =
∑
i,j(vi ◦ w∗

j )⊗ hi(λj).
Recall the notation established in Definition 5.2.1. For any element

f = (fk)k ∈
∏
k∈Z

Endk(C∞) = C∞[[τ, τ−1]],

we use the following notation:

ω ◦ (f ⊗ 1) ◦ ζ :=
(∑

i,j

(vi ◦ fk ◦ w∗
j )⊗ hi(λj)

)
k

∈
∏
k∈Z

(
Endk(E(C∞))⊗̂Ω

)
∼=

∏
k∈Z

Homcont
Fq

Ä
K∞⧸A,Endk(E(C∞))

ä
,

which is well defined. For any x in this space and for any c ∈ K∞, we denote by x(c) the image of c
in

∏
k∈Z Endk(E(C∞)).

For any C∞-vector space V , let’s denote by End(V ) the ring
⊕

j∈Z
∏
k>j Endk(V ) (when V = Cd∞,

End(V ) = Cd×d
∞ [[τ ]][τ−1]).
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Question 6.3.2. Let Φ : K∞ → End(E(C∞)) and Φ̂ : K∞ → End(E(C∞)∨) be ring homomor-
phisms which extend ϕ and ϕ∗ respectively, and are continuous on each coordinate, and define
T := (τk)k ∈

∏
k∈Z Endk(C∞). Consider the following identities in

∏
k∈Z Endk(E(C∞)) for all c ∈ K:

(ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (c) = Φc − (Φ̂c)∗.

Do they hold?

Remark 6.3.3. This question is actually ill-posed in many cases when E is not a Drinfeld module.
The reason is that the leading term of ϕ∗

a may be non-invertible for some a ∈ A, hence it may be
impossible to extend ϕ∗ to K multiplicatively. For example, when A = Fq[t] and E = (Gda, C⊗d) is
the d-th tensor power of the Carlitz module (see Definition 6.4.1), we have:

(C⊗d
t )∗ =

à
t 0 · · · 0

1 . . . . . . ...
... . . . . . . 0
0 · 1 t

í
+

à
0 · · · 0 1
... . . . . . . 0
... . . . . . . ...
0 · · · · · · 0

í
τ−1,

and the second matrix, having rank 1, is not invertible if d > 1.
On the other hand, Φ is actually well defined. We can write expϕ : Lie(E)→ E(C∞) as an element

(Ek)k of the infinite product ∏
k≥0

Homk(Lie(E), E(C∞));

since E0 ∈ HomC∞(Lie(E), E(C∞)) is invertible, being the natural isomorphism of the two C∞-vector
spaces, we can define the logarithm

logϕ = (Lk)k ∈
∏
k≥0

Homk(E(C∞),Lie(E))

as the inverse of expϕ.
In particular, just like in the case of Drinfeld modules, the unique ring homomorphism

Φ : K∞ → End(E(C∞)) which extends ϕ and is continuous on each coordinate is the one send-
ing c ∈ K∞ to expϕ ◦c ◦ logϕ; in other words, for all k ∈ Z:

(Φc)k =
∑
i

Ei ◦ c ◦ Lk−i.

6.3.2 Conjectures and propositions

Despite Remark 6.3.3, it’s useful to use Question 6.3.2 as a guide to better understand the nature of
the object (ωϕ ◦ (T ⊗ 1) ◦ ζϕ) ∈

∏
k∈Z Homcont

Fq

Ä
K∞⧸A,Endk(E(C∞))

ä
.

For example, following the proof of Theorem 5.4.17, we are able to prove the following property.

Proposition 6.3.4. The following identities hold in
∏
k∈Z Endk(E(C∞)) for all a ∈ A and for all

c ∈ K:

(ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (ac) = ϕa ◦ (ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (c) = (ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (c) ◦ ϕa.
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Proof. We have the following chain of identities in
∏
k∈Z Endk(E(C∞)) for all a ∈ A and for all c ∈ K:

(ϕa ⊗ 1) ◦ (ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (c) =
ÇÇ∑

i

((ϕa)i ⊗ 1)ωϕ

å
◦ (T ⊗ 1) ◦ ζϕ

å
(c)

= ((ωϕ(1⊗ a)) ◦ (T ⊗ 1) ◦ ζϕ) (c)
=(ωϕ ◦ (T ⊗ 1) ◦ ζϕ)(ac)
=(ωϕ ◦ (T ⊗ 1) ◦ (ζϕ(1⊗ a)))(c)

=
Ç
ωϕ ◦ (T ⊗ 1) ◦

Ç∑
i

((ϕa)∗
i ⊗ 1)ζϕ

åå
(c)

=
Ç
ωϕ ◦ (T ⊗ 1) ◦

Ç∑
i

(τ−i ⊗ 1) ◦ ζϕ ◦ ((ϕa)i ⊗ 1)
åå

(c)

=
Ç∑

i

ωϕ ◦ (T ⊗ 1) ◦ ζϕ ◦ ((ϕa)i ⊗ 1)
å

(c)

= (ωϕ ◦ (T ⊗ 1) ◦ ζϕ) (c) ◦ (ϕa ⊗ 1).

Recall the identity (Φc)k =
∑
iEi ◦ c ◦ Lk−i shown in Remark 6.3.3. Another property used in

the proof of Theorem 5.4.17 is Proposition 5.1.19. We formulate the following conjecture, which
generalizes it.

Conjecture 6.3.5. For any positive real number R there is k0 ∈ Z such that for all k ≥ k0, for all
c ∈ K∞ with ∥c∥ ≤ R: ∑

i

Ei ◦ c ◦ Lk−i =
Ä
ωϕ ◦ (τk ⊗ 1) ◦ ζϕ

ä
(c).

Remark 6.3.6. In the proof of Proposition 5.1.19, an important step is Lemma 4.3.21, which ex-
presses the coefficients of the logarithm as series of negative powers of the elements of the lattice Λϕ.
Those identities make use of the factorization property for entire functions in C∞[[x]]; the factoriza-
tion of entire functions in the ring (C∞[[x1, . . . , xd]])d is not as well understood. Moreover, for an
Anderson A-module of dimension d > 1, negative powers of elements of the period lattice are not
well-defined, so it’s not possible to formulate a naive generalization of Lemma 4.3.21.

By the previous remark, we need to give a different interpretation to Lemma 4.3.21. A useful
point of view is to think of it as establishing a relation between the universal Anderson eigenvector ζϕ
and the coefficients of the logarithm logϕ when E = (Ga, ϕ), as expressed for example in Proposition
5.3.1. In the context of Anderson A-modules, we can formulate a more general conjecture.

First, let’s give a Definition which is analogous to the property for an element of C∞⊗̂A to be an
entire function.

Definition 6.3.7. Let’s consider a series in
∑
i vi ⊗ λi ∈ E(C∞)∨⊗̂Λϕ, where {λi}i is an Fq-linear

basis of Λϕ. We say it is quickly converging if, for given a norm | · | on E(C∞)∨ and a norm ∥ · ∥ on
Lie(E) ⊇ Λϕ, for any integer k, limi |vi|q

k · ∥λi∥ = 0.

Remark 6.3.8. Note that all norms on finite C∞-vector spaces are equivalent, so the notion of quick
convergence is independent from the choice of norm on E(C∞)∨ and Lie(E). By Proposition 5.3.1, if
E = (Ga, ϕ), ζϕ is quickly convergent.
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Conjecture 6.3.9. The universal dual Anderson eigenvector ζϕ ∈ E(C∞)∨⊗̂Λϕ is quickly converging.
Moreover, if we write ζϕ =

∑
i zi ⊗ λi ∈ E(C∞)∨⊗̂Λϕ, where {λi}i is an Fq-linear basis of Λϕ, for all

k ∈ Z we have
∑
i λi ◦ τk ◦ zi = (logϕ)k.

Assuming the convergence property, we are able to prove, similarly to the proof of Proposition
5.3.1, that the element

(∑
i λi ◦ τk ◦ zi

)
k

in
∏
k∈Z Homk(E(C∞),Lie(E)) satisfies the same functional

identity as the logarithm. In other words, the following proposition holds.

Proposition 6.3.10. Let ζ =
∑
i zi⊗λi ∈ E(C∞)∨⊗̂Λϕ be a dual Anderson eigenvector, where {λi}i

is an Fq-linear basis of Λϕ, and assume it is quickly converging. The following identity holds in∏
k∈Z Homk(E(C∞),Lie(E)) for all a ∈ A:

Lie(ϕa) ◦
(∑
i,k

λi ◦ τk ◦ zi

)
=
(∑
i,k

λi ◦ τk ◦ zi

)
◦ ϕa.

Proof. We have the following chain of identities for all a ∈ A:

Lie(ϕa) ◦
∑
i,k

λi ◦ τk ◦ zi =
∑
k

∑
i

(aλi) ◦ τk ◦ zi =
∑
k

∑
i,j

λi ◦ τk ◦ zi ◦ (ϕa)j =
∑
i,k

λi ◦ τk ◦ zi ◦ ϕa,

where the second identity holds by Remark 5.2.9.

Remark 6.3.11. Assuming that Conjecture 6.3.9 holds, it’s possible to give a partial proof of Con-
jecture 6.3.5.

If we write ωϕ =
∑
j vj ⊗ hj , where (hj)j≥0 is an Fq-basis of HomFq (Λϕ,Ω) = ⁄�K∞Λϕ⧸Λϕ, we can

write: Ä
ωϕ ◦ (τk ⊗ 1) ◦ ζϕ

ä
(c) =

∑
i,j

hj(c · λi)vj ◦ τk ◦ zi,

which is well defined because the sequences (vj)j and (zi)i converge to 0 in E(C∞) and E(C∞)∨,
respectively. Since ωϕ is the exponential, as a function from K∞Λϕ⧸Λϕ to E(C∞), for any ele-
ment x ∈ K∞Λϕ we have expϕ(x) =

∑
j hj(x)vj . On the other hand, as an element of E(C∞) =

HomC∞(C∞, E(C∞)), we can write expϕ(x) =
∑
j Ej ◦ x ◦ τ−j , hence:

(ωϕ ◦ (τk ⊗ 1) ◦ ζϕ)(c) =
∑
i,j

hj(c · λi)vj ◦ τk ◦ zi =
∑
i

∑
j

Ej ◦ c ◦ λi ◦ τk−j ◦ zi.

Since by Conjecture 6.3.9
∑
j

∑
iEj ◦ c ◦ λi ◦ τk−j ◦ zi =

∑
j Ej ◦ c ◦ Lk−j , to prove Conjecture 6.3.5

it would suffice to show that for any given c ∈ K∞, for k ≫ 0, it’s possible to swap the two infinite
sums.

6.4 The case of the Carlitz tensor power

Let’s start by defining the tensor power of an arbitrary Anderson A-module.

Definition 6.4.1. Let E = (E, ϕ) be an Anderson A-module. The d-th tensor power E′ = (E′, ϕ⊗d)
of (E, ϕ) is defined as the unique Anderson A-module such that M(E′) = M(E)⊗d, where the tensor
product on the right is AC∞-linear.
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Remark 6.4.2. The period lattice Λϕ⊗d is naturally isomorphic to Λ⊗d
ϕ as an A-module (see for

example [HJ20][Prop. 2.3.24.c, Thm. 2.5.32]), hence the tensor power of C∞⊗̂A-modules (C∞⊗̂Λϕ)⊗d

is naturally isomorphic to C∞⊗̂Λϕ⊗d .

The d-th tensor power of the Carlitz module is the simplest example of an Anderson module of
dimension d > 1, and has been thoroughly studied since the seminal paper of Anderson and Thakur
[AT90]. For this reason it’s a natural case study to test the conjectures of the previous section.

From now on we assume A = Fq[t], and denote the d-th tensor power of the Carlitz module by
(Ga, C⊗d). We have the following identities in EndC∞(Cd∞)[τ ]:

C⊗d
t =

à
t 1 · · · 0

0 . . . . . . ...
... . . . . . . 1
0 · 0 t

í
+

à
0 · · · · · · 0
... . . . . . . ...

0 . . . . . . ...
1 0 · · · 0

í
τ, LieC⊗d

t =

à
t 1 · · · 0

0 . . . . . . ...
... . . . . . . 1
0 · 0 t

í
.

For simplicity, and to align ourselves with the notation of previous articles on the subject, we
denote by t the variable 1⊗ t ∈ C∞⊗̂A and by θ the variable t⊗ 1 ∈ C∞⊗̂A.

Proposition 6.4.3. The following element is a dual Anderson eigenvector for the Anderson A-module
(Ga, C⊗d):

ζ := ((t− θ)d−jζ⊗d
C )j=1,...,d ∈ Cd∞⊗̂ΛC⊗d .

If the functor SfC⊗d∗ is represented by ΛC⊗d, its universal object is equal to ζ up to a factor in
F×
q .

Proof. Under the isomorphism ΛC ∼= A, we can identify C∞⊗̂ΛC and C∞⊗̂ΛC⊗d with the ring C∞⊗̂A,
so we can identify ζ⊗d

C with ζdC . We can write:

(C⊗d
θ )∗ = +

à
θ · · · · · · 0

1 . . . . . . ...
... . . . . . . ...
0 · · · 1 θ

í
+

à
0 · · · 0 1
... . . . . . . 0
... . . . . . . ...
0 · · · · · · 0

í
τ−1.

For j = 1, . . . , d, we have:

((C⊗d
θ )∗(ζ))j =

{
θζ1 + ζ

(−1)
d if j = 1

θζj + ζj−1 if j > 1

=
®
θ(t− θ)d−1ζdC + (ζdC)(−1) = θ(t− θ)d−1ζdC + (t− θ)dζdC if j = 1
θ(t− θ)d−jζdC + (t− θ)d−j+1ζdC if j > 1

= t(t− θ)d−jζdC = tζj ,

hence ζ is an Anderson eigenvector.
If SfC⊗d∗ is represented by ΛC⊗d with universal object ζC⊗d , since ΛC⊗d

∼= ΛC ∼= A, we have
ζ = aζC⊗d for some a ∈ A. Since ζC ∈ C∞⊗̂A is invertible, for all a ∈ A \Fq the product (1⊗ a−1)ζdC
does not belong to C∞⊗̂A, hence ζ is equal to ζC⊗d up to a factor in F×

q .
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If we assume that Question 6.3.1 has an affirmative answer, ζ := ((t − θ)d−jζ⊗d
C )j=1,...,d is the

universal Anderson eigenvector for the Anderson A-module E := (Ga, C⊗d), and the next proposition
proves Conjecture 6.3.9 for E.

Let’s first include a Lemma due to Papanikolas. For all integers k ≥ 0, denote by
∂

(k)
t : C∞⊗̂A → C∞⊗̂A the k-th Hasse derivative in the variable t, and denote by Lk the k-th

coefficient of the logarithm logC⊗d ∈ EndC∞(Cd∞)[[τ ]] =
∏
k≥0 Endk(Cd∞) associated to the d-th ten-

sor power of the Carlitz module.

Lemma 6.4.4 ([Pap15]). For all k ≥ 0, for 1 ≤ i, j ≤ d, the following identity holds in C∞:

(Lk)i,j = (−1)d
ï
∂

(d−j)
t

Å
(t− θqk)d−i

Ä
(t− θq) · · · (t− θqk)

ä−d
ãò

t=θ
.

Proposition 6.4.5. Fix a generator λ of the A-module ΛC⊗d. For i = 1, . . . , d, write:

(t− θ)d−iζ⊗d
C =

∑
n≥0

((t− θ)d−iζ⊗d
C )(n) ⊗ (tn · λ)i, where ((t− θ)d−iζ⊗d

C )(n) ∈ Cd∞∀n.

For all k ∈ Z, for 1 ≤ i, j ≤ d, the following identity holds in C∞:

(Lk)i,j =
∑
n

(tn · λ)j((t− θ)d−iζ⊗d
C )q

k

(n).

Proof. For k = 1, . . . , d, we can express the k-th coordinate of λ ∈ Cd∞ as follows (see for example
[Mau22][Eq. 3]):

λk =
î
(−1)d∂(d−k)

t (ζ−d
C )
ó
t=θ

.

Starting from the explicit expression of the matrix LieC⊗d
θ , we can derive the following identities for

the entries of the matrix LieC⊗d
a for all a ∈ A, for 1 ≤ i, j ≤ d:

(LieC⊗d
a )i,j =

{
∂

(j−i)
θ (a) if i ≤ j

0 if i > j
.

We deduce the following identity for the k-th coordinate of tn · λ, for k = 1, . . . , d:

(tn · λ)k =
Ä
LieC⊗d

θn (λ)
ä
k

=
d−k∑
h=0

∂
(h)
θ (θn)λk+h.

Using the Leibniz rule for the Hasse derivative and the identity ζ(−1)
C = (t−θ)ζC , we get the following
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chain of identities in C∞ for all k ≥ 0, for 1 ≤ i, j ≤ d:

∑
n

(tn · λ)j((t− θ)d−iζ⊗d
C )q

k

(n) =
∑
n

(Ä
(t− θ)d−iζdC

äqk

(n)

d−j∑
h=0

∂
(h)
θ (θn)λj+h

)

=
∑
n

(Ä
(t− θ)d−iζdC

äqk

(n)

d−j∑
h=0

θn−h
Ç
n

h

å
λj+h

)

=
d−j∑
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∑
n
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n

h
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äqk

(n)
θn−h

å
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=
d−j∑
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ï
∂
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t

Ä
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î
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C )
ó
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ï
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t
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C

ädãò
t=θ
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ï
∂

(d−j)
t

Å
(t− θqk)d−i
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C ωC
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ï
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t
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Ä
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ä−d
ãò

t=θ
,

which coincides with the formula for the coefficients of the logarithm as expressed in Lemma 6.4.4.
When k < 0, for 1 ≤ i, j ≤ d, all the identities hold except the last one, and we get:

∑
n

(tn · λ)j((t− θ)d−iζ⊗d
C )q

k

(n) =(−1)d
ï
∂

(d−j)
t

Å
(t− θqk)d−i

Ä
(t− θ)ζ(k)

C ωC
ädãò

t=θ

=(−1)d
ï
∂

(d−j)
t

Å
(t− θqk)d−i

Ä
(t− θqk+1) · · · (t− θ)

ädãò
t=θ

,

which is zero because the (d−j)-th hyperderivative of a multiple of (t−θ)d is a multiple of (t−θ)j .
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